Clusters from Scratch

Step-by-Step Instructions for Building Your First High-Availability Cluster

, Written by the Pacemaker project contributors



Clusters from Scratch: Step-by-Step Instructions for Building Your First High-Availability Cluster
by
Abstract
This document provides a step-by-step guide to building a simple high-availability cluster using Pacemaker.
The example cluster will use:
1. CentOS 7.5 as the host operating system
2. Corosync to provide messaging and membership services,
3. Pacemaker 1.1.18*
4. DRBD as a cost-effective aternative to shared storage,
5. GFS2 asthe cluster filesystem (in active/active mode)

Given the graphical nature of theinstall process, anumber of screenshots areincluded. However the guideis primarily
composed of commands, the reasons for executing them and their expected outputs.

Copyright © 2009-2018 The Pacemaker project contributors.
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Attribution-ShareAlike International Public License ("CC-BY-SA")Z.
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in an attachment to the document.

3. Finally, whileit is not mandatory under thislicense, it is considered good form to offer afree copy of any hardcopy
or CD-ROM expression of the author(s) work.
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Document Conventions

Thismanual uses several conventionsto highlight certain words and phrases and draw attention to specific
pieces of information.

Typographic Conventions

Four typographic conventions are used to call attention to specific words and phrases. These conventions,
and the circumstances they apply to, are as follows.

Mono- spaced Bol d

Used to highlight system input, including shell commands, file names and paths. Also used to highlight
keys and key combinations. For example:

To see the contents of the file my_next _bestsel | i ng_novel in your current
working directory, enter the cat my_next_bestselling_novel command at the shell
prompt and press Enter to execute the command.

The above includes a file name, a shell command and a key, all presented in mono-spaced bold and all
distinguishable thanks to context.

Key combinations can be distinguished from an individual key by the plus sign that connects each part
of akey combination. For example:

Press Enter to execute the command.
Press Ctrl+Alt+F2 to switch to avirtual terminal.

The first example highlights a particular key to press. The second example highlights a key combination:
aset of three keys pressed simultaneously.

If source codeisdiscussed, class names, methods, functions, variable names and returned values mentioned
within a paragraph will be presented as above, in nono- spaced bol d. For example:

File-related classesincludef i | esyst emfor filesystems, f i | e for files, and di r for
directories. Each class hasits own associated set of permissions.

Proportional Bold

This denotes words or phrases encountered on a system, including application names; dialog-box text;
labeled buttons; check-box and radio-button labels; menu titles and submenu titles. For example:

Vii
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Choose System - Preferences ~ Mouse from the main menu bar to launch Mouse
Preferences. In the Buttons tab, select the L eft-handed mouse check box and click Close
to switch the primary mouse button from the left to the right (making the mouse suitable
for use in the left hand).

To insert a special character into a gedit file, choose Applications - Accessories -
Character Map from the main menu bar. Next, choose Search - Find... from the
Character Map menu bar, type the name of the character in the Search field and click
Next. The character you sought will be highlighted in the Character Table. Double-click
this highlighted character to place it in the Text to copy field and then click the Copy
button. Now switch back to your document and choose Edit - Pastefrom the gedit menu
bar.

Theabovetext includes application names; system-wide menu names and items; application-specific menu
names,; and buttons and text found within a GUI interface, all presented in proportional bold and all
distinguishable by context.

Mono- spaced Bold ItalicorProportional Bold Italic

Whether mono-spaced bold or proportional bold, the addition of italics indicates replaceable or variable
text. Italicsdenotestext you do not input literally or displayed text that changes depending on circumstance.
For example:

To connect to a remote machine using ssh, type ssh user nane@dormai n. nane at
a shell prompt. If the remote machine is exanpl e. comand your username on that
machine is john, type ssh john@example.com.

Themount -oremount f i | e- syst emcommand remounts the named file system. For
example, to remount the/ hone file system, the command ismount -oremount /home.

To seetheversion of acurrently installed package, usetherpm -q package command.
It will return aresult asfollows: package- ver si on-r el ease.

Note the words in bold italics above: username, domain.name, file-system, package, version and release.
Each word is a placeholder, either for text you enter when issuing a command or for text displayed by
the system.

Aside from standard usage for presenting the title of a work, italics denotes the first use of a new and
important term. For example:

Publican is a DocBook publishing system.

Pull-quote Conventions

Terminal output and source code listings are set off visually from the surrounding text.
Output sent to aterminal is set in nbno- spaced ronan and presented thus:

books Deskt op docunentation drafts nss phot os stuff svn
books tests Desktopl downl oads i mrages notes scripts svgs

Source-code listings are also set in mono- spaced r onman but add syntax highlighting as follows:

package org.j boss. book. j ca. ex1;

i mport javax.nam ng.Initial Context;

viii
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public class Exdient

{
public static void main(String args[])
t hrows Exception
{
Initial Context iniCx = new Initial Context();
hj ect ref = ini & x. | ookup("EchoBean");
EchoHorme hone = (EchoHone) ref;
Echo echo = hone.create();
Systemout.println("Created Echo");
System out. println("Echo.echo('Hello") =" + echo.echo("Hello"));
}
}

Notes and Warnings

Finally, we use three visual stylesto draw attention to information that might otherwise be overlooked.

Note

Notes are tips, shortcuts or alternative approachesto the task at hand. Ignoring a note should have
No negative consequences, but you might miss out on atrick that makes your life easier.

I mportant

Important boxes detail things that are easily missed: configuration changes that only apply to
the current session, or services that need restarting before an update will apply. Ignoring a box
labeled “Important” will not cause data loss but may cause irritation and frustration.

Warning

Warnings should not be ignored. Ignoring warnings will most likely cause data loss.

We Need Feedback!

If you find atypographical error in thismanual, or if you have thought of away to make thismanual better,
we would love to hear from you! Please submit areport in Bugzi llat against the product Pacemaker.

When submitting a bug report, be sure to mention the manual's identifier: Clusters from_Scratch

If you have asuggestion for improving the documentation, try to be as specific as possible when describing
it. If you have found an error, please include the section number and some of the surrounding text so we

can find it easily.

L http://bugs.clusterlabs.org
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The Scope of this Document

Computer clusters can be used to provide highly available services or resources. The redundancy of
multiple machinesis used to guard against failures of many types.

This document will walk through the installation and setup of simple clusters using the CentOS
distribution, version 7.5.

The clusters described here will use Pacemaker and Corosync to provide resource management and
messaging. Required packages and modifications to their configuration files are described along with the
use of the Pacemaker command line tool for generating the XML used for cluster control.

Pacemaker isacentral component and provides the resource management required in these systems. This
management includes detecting and recovering from the failure of various nodes, resources and services
under its control.

When more in-depth information is required, and for real-world usage, please refer to the Pacemaker
Explained [https://www.clusterlabs.org/pacemaker/doc/] manual.

What Is Pacemaker?

Pacemaker isahigh-availability cluster resource manager — softwarethat runson aset of hosts (acluster
of nodes) in order to preserve integrity and minimize downtime of desired services (resources). Litis
maintained by the ClusterL abs [https://www.ClusterL abs.org/] community.

Pacemaker’ s key featuresinclude:

* Detection of and recovery from node- and service-level failures

Ability to ensure data integrity by fencing faulty nodes
 Support for one or more nodes per cluster

 Support for multiple resource interface standards (anything that can be scripted can be clustered)

Support (but no requirement) for shared storage

* Support for practically any redundancy configuration (active/passive, N+1, etc.)

L Cluster is sometimes used in other contexts to refer to hosts grouped together for other purposes, such as high-performance computing (HPC),
but Pacemaker is not intended for those purposes.
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Automatically replicated configuration that can be updated from any node

Ability to specify cluster-wide relationships between services, such as ordering, colocation and anti-
colocation

Support for advanced service types, such as clones (services that need to be active on multiple nodes),
stateful resources (clones that can run in one of two modes), and containerized services

Unified, scriptable cluster management tools

Fencing

Fencing, also known as STONITH (an acronym for Shoot The Other Node In The Head), is the
ability to ensure that it is not possible for a node to be running a service. This is accomplished
via fence devices such as intelligent power switches that cut power to the target, or intelligent
network switches that cut the target’ s access to the local network.

Pacemaker represents fence devices as a special class of resource.

A cluster cannot safely recover from certain failure conditions, such as an unresponsive node,
without fencing.

Cluster Architecture

At ahigh level, a cluster can be viewed as having these parts (which together are often referred to as the
cluster stack):

Resour ces. These are the reason for the cluster’s being— the services that need to be kept highly
available.

Resour ce agents. These are scripts or operating system components that start, stop, and monitor
resources, given a set of resource parameters. These provide a uniform interface between Pacemaker
and the managed services.

Fence agents. These are scripts that execute node fencing actions, given a target and fence device
parameters.

Cluster membership layer: This component provides reliable messaging, membership, and quorum
information about the cluster. Currently, Pacemaker supports Corosync [http://www.corosync.org/] as
thislayer.

Cluster resour ce manager : Pacemaker providesthe brain that processes and reactsto eventsthat occur
in the cluster. These events may include nodes joining or leaving the cluster; resource events caused by
failures, maintenance, or scheduled activities; and other administrative actions. To achieve the desired
availability, Pacemaker may start and stop resources and fence nodes.

Cluster tools: These provide an interface for users to interact with the cluster. Various command-line
and graphical (GUI) interfaces are available.

Most managed services are not, themselves, cluster-aware. However, many popular open-source cluster
filesystems make use of acommon Distributed Lock Manager (DLM), which makesdirect use of Corosync
for its messaging and membership capabilities and Pacemaker for the ability to fence nodes.

Figure 1.1. Example Cluster Stack
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Pacemaker Architecture

Pacemaker itself is composed of multiple daemons that work together:
» pacemakerd

» pacemaker-attrd

» pacemaker-based

» pacemaker-controld

» pacemaker-execd

» pacemaker-fenced

» pacemaker-schedulerd

Figure 1.2. Internal Components

The Pacemaker master process (pacemakerd) spawns al the other daemons, and respawns them if they
unexpectedly exit.

The Cluster Information Base (CIB) is an XML [https://en.wikipedia.org/wiki/XML] representation of
the cluster’ s configuration and the state of all nodes and resources. The CIB manager (pacemaker-based)
keeps the CIB synchronized across the cluster, and handles requests to modify it.

The attribute manager (pacemaker-attrd) maintains a database of attributes for al nodes, keeps it
synchronized acrossthe cluster, and handles requests to modify them. These attributes are usually recorded
in the CIB.

Given a snapshot of the CIB as input, the scheduler (pacemaker-schedulerd) determines what actions are
necessary to achieve the desired state of the cluster.

The local executor (pacemaker-execd) handles requests to execute resource agents on the local cluster
node, and returns the result.

The fencer (pacemaker-fenced) handles requests to fence nodes. Given atarget node, the fencer decides
which cluster node(s) should execute which fencing device(s), and calls the necessary fencing agents
(either directly, or viarequests to the fencer peers on other nodes), and returns the result.

The controller (pacemaker-controld) is Pacemaker’s coordinator, maintaining a consistent view of the
cluster membership and orchestrating all the other components.

Pacemaker centralizes cluster decision-making by electing one of the controller instancesasthe Designated
Controller (DC). Should the elected DC process (or the nodeit ison) fail, anew oneisquickly established.
The DC respondsto cluster events by taking a current snapshot of the CIB, feeding it to the scheduler, then
asking the executors (either directly on the local node, or via requests to controller peers on other nodes)
and the fencer to execute any necessary actions.

Old daemon names

The Pacemaker daemons were renamed in version 2.0. You may still find references to the old
names, especialy in documentation targeted to version 1.1.
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Old name New name

attrd pacemaker-attrd

cib pacemaker-based
crmd pacemaker-controld
[rmd pacemaker-execd
stonithd pacemaker-fenced
pacemaker_remoted pacemaker-remoted

Node Redundancy Designs

Pacemaker supports practically any node redundancy configuration [https://en.wikipedia.org/wiki/High-
availability_cluster#Node_configurations] including Active/Active, Active/Passive, N+1, N+M, N-to-1
and N-to-N.

Active/passive clusters with two (or more) nodes using Pacemaker and DRBD [https://en.wikipedia.org/

wiki/Distributed Replicated Block Device)] are a cost-effective high-availability solution for many
situations. One of the nodes provides the desired services, and if it fails, the other node takes over.

Figure 1.3. Active/Passive Redundancy

Pacemaker also supports multiple nodesin a shared-failover design, reducing hardware costs by allowing
several active/passive clusters to be combined and share a common backup node.

Figure 1.4. Shared Failover

When shared storageis available, every node can potentially be used for failover. Pacemaker can even run
multiple copies of servicesto spread out the workload.

Figure 1.5. N to N Redundancy



https://en.wikipedia.org/wiki/High-availability_cluster#Node_configurations
https://en.wikipedia.org/wiki/High-availability_cluster#Node_configurations
https://en.wikipedia.org/wiki/High-availability_cluster#Node_configurations
https://en.wikipedia.org/wiki/Distributed_Replicated_Block_Device:
https://en.wikipedia.org/wiki/Distributed_Replicated_Block_Device:
https://en.wikipedia.org/wiki/Distributed_Replicated_Block_Device:

Chapter 2. Installation

Table of Contents

INSEAIT CENEOS 7.5 ..ottt ettt ettt e et e e e e e et e e e enb e e e eneas 5
BOOt the INSLAll TMBOE .....ve et 5
INSEAIALTION OPLIONS ... ettt ettt ettt e e et e e et e e e e e e e aea e e ennes 5
CONFIGUIE NEBIWOTK ...ttt et e et e et e e e na s 5
CONFIGUIE DISK ..ttt ettt ettt et e et e e et e e e e b s 6
Configure Time SYNCAMONIZALTION ..........viieeiiiei it 6
FINISN INSEAIL ... et 6

CoNfIUIE the OS ...ttt et et e e e aa e e ennas 7
VEriTY NEIWOIKING ....veeieii et e et e e et e e e eabe e eenes 7
LOGIN REMOLEIY ...ttt et e e 8
APPIY UPABEES ...ttt ettt 8
USE SOt NOGE NAITIES ...ttt et e e e e ra e eeeans 8

Repeat fOr SECONA NOUE ...ttt ettt ettt et e e e e eeenes 9

Configure Communication BEWEEN NOUES ..........iiiiiiiiiiiiii e 9
Configure Host Name RESOIULION .........uuiiiiiieieii et e e e 9
CONFIGUIE SSH ... ettt 10

Install CentOS 7.5

Boot the Install Image
Download the 4GB CentOS 7.5 DVD IS0 [http://isoredirect.centos.org/centos/7/isos/x86_64/CentOS-7-

x86_64-DVD-1804.is0]. Use the image to boot a virtual machine, or burn it to aDVD or USB drive and
boot a physical server from that.

After starting the installation, select your language and keyboard layout at the welcome screen.

Figure2.1. CentOS 7.5 Installation Welcome Screen

Installation Options

At this point, you get a chance to tweak the default installation options.

Figure 2.2. CentOS 7.5 Installation Summary Screen

Ignore the SOFTWARE SELECTION section (try saying that 10 times quickly). The Infrastructure
Server environment does have add-ons with much of the software we need, but we will leave it as a
Minimal Install here, so that we can see exactly what software isrequired later.

Configure Network

Inthe NETWORK & HOSTNAME section:
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» Edit Host Name: as desired. For this example, we will use pcmk-1.localdomain.

e Select your network device, press Configure..., and manualy assign a fixed |P address. For this
example, we'll use 192.168.122.101 under 1 Pv4 Settings (with an appropriate netmask, gateway and
DNS server).

* Flip the switch to turn your network device on, and press Done.

Figure 2.3. CentOS 7.5 Network Interface Screen

I mportant

Do not accept the default network settings. Cluster machines should never obtain an IP address
via DHCP, because DHCP' s periodic address renewal will interfere with corosync.

Configure Disk

By default, the installer’s automatic partitioning will use LVM (which allows us to dynamically change
the amount of space allocated to agiven partition). However, it allocates all free spaceto the/ (aka. root)
partition, which cannot be reduced in size later (dynamic increases are fine).

In order to follow the DRBD and GFS2 portions of this guide, we need to reserve space on each machine
for areplicated volume.

Enter the INSTALLATION DESTINATION section, ensure the hard drive you want to install to is
selected, select | will configure partitioning, and press Done.

In the MANUAL PARTITIONING screen that comes next, click the option to create mountpoints
automatically. Select the/ mountpoint, and reduce the desired capacity by 1GiB or so. Select M odify...
by the volume group name, and change the Size policy: to Aslarge as possible, to make the reclaimed
space available inside the LVM volume group. We'll add the additional volume later.

Figure 2.4. CentOS 7.5 Manual Partitioning Screen

Press Done, then Accept changes.

Configure Time Synchronization

It is highly recommended to enable NTP on your cluster nodes. Doing so ensures all nodes agree on the
current time and makes reading log files significantly easier.

CentOS will enable NTP automatically. If you want to change any time-rel ated settings (such astime zone
or NTP server), you can do thisinthe TIME & DATE section.

Finish Install

Select Begin Installation. Once it completes, set a root password, and reboot as instructed. For the
purposes of this document, it is not necessary to create any additional users. After the node reboots, you'll
see alogin prompt on the console. Login using root and the password you created earlier.
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Figure 2.5. CentOS 7.5 Console Prompt

Note

From here on, we're going to be working exclusively from the terminal.

Configure the OS
Verify Networking

Ensure that the machine has the static | P address you configured earlier.

[root @cnk-1 ~]# ip addr
1: | o: <LOOPBACK, UP, LONER UP> mtu 65536 qdi sc noqueue state UNKNOWN group default
i nk/ | oopback 00: 00: 00: 00: 00: 00 brd 00: 00: 00: 00: 00: 00
inet 127.0.0.1/8 scope host lo
valid Ift forever preferred |ft forever
inet6 ::1/128 scope host
valid Ift forever preferred |ft forever
2: ethO: <BROADCAST, MULTI CAST, UP, LOAER _UP> ntu 1500 qdisc pfifo fast state UP grou
i nk/ether 52:54:00:8e:eb:41 brd ff:ff:ff:ff.ff:ff
i net 192.168.122.101/24 brd 192.168. 122. 255 scope gl obal noprefixroute ethO
valid Ift forever preferred |ft forever
i net6 feB80::e45:c99h: 34c0: c657/ 64 scope |ink noprefixroute
valid Ift forever preferred |ft forever

Note

If you ever need to change the node' s I P address from the command line, follow

[root @cnk-1 ~]# vi /etc/sysconfig/ network-scripts/ifcfg-${device} # manually e
[root @cnk-1 ~]# nntli dev di sconnect ${device}

[root @cnk-1 ~]# nntli con rel oad ${device}

[root @cnk-1 ~]# nntli con up ${device}

This makes Networ kM anager aware that a change was made on the config file.
Next, ensure that the routes are as expected:
[root @cnk-1 ~]# ip route
default via 192.168.122.1 dev ethO proto static netric 100
192. 168. 122. 0/ 24 dev ethO proto kernel scope link src 192.168.122.101 nmetric 100
If thereis no line beginning with default via, then you may need to add a line such as
GATEWAY="192. 168. 122. 1"

to the device configuration using the same process as described above for changing the | P address.

Now, check for connectivity to the outside world. Start small by testing whether we can reach the gateway
we configured.

[root @cnk-1 ~]# ping -c 1 192.168.122.1
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PI NG 192. 168.122. 1 (192.168.122.1) 56(84) bytes of data.
64 bytes from 192.168.122.1: icnp_seq=1 ttl =64 tinme=0.254 s

--- 192.168.122.1 ping statistics ---
1 packets transmtted, 1 received, 0% packet |oss, time Ons
rtt mn/avg/ max/ mdev = 0.254/0.254/0. 254/ 0. 000 s

Now try something external; choose alocation you know should be available.

[root @cnk-1 ~]# ping -c 1 www clusterl abs. org
PI NG oss-uk-1.clusterlabs.org (109.74.197.241) 56(84) bytes of data.
64 bytes from oss-uk-1.clusterlabs.org (109.74.197.241): icnp_seqg=1 ttl=49 tinme=33

--- 0ss-uk-1.clusterlabs.org ping statistics ---
1 packets transmitted, 1 received, 0% packet |oss, time Ons
rtt mn/avg/ max/ ndev = 333. 204/ 333. 204/ 333. 204/ 0. 000 ns

Login Remotely

The console isn't a very friendly place to work from, so we will now switch to accessing the machine
remotely via SSH where we can use copy and paste, etc.

From another host, check whether we can see the new host at all:

beekhof @16 ~ # ping -c 1 192.168.122.101
PI NG 192. 168. 122. 101 (192.168. 122.101) 56(84) bytes of data.
64 bytes from 192.168.122.101: icnp_req=1 ttl =64 tine=1.01 ns

--- 192.168.122.101 ping statistics ---
1 packets transmitted, 1 received, 0% packet |oss, time Ons
rtt mn/avg/ max/ mdev = 1.012/1.012/1.012/0.000 s

Next, login asroot via SSH.

beekhof @16 ~ # ssh -1 root 192.168.122.101

The authenticity of host '192.168.122.101 (192.168.122.101)"' can't be established.
ECDSA key fingerprint is 6e:b7:8f:e2:4c:94:43:54: a8: 53: cc: 20: 0f : 29: a4: eO0.

Are you sure you want to continue connecting (yes/no)? yes

Warni ng: Permanent |y added ' 192. 168. 122. 101' (ECDSA) to the list of known hosts.
root @92.168. 122. 101' s password:

Last | ogin: Tue Aug 11 13:14:39 2015

[root @cnk-1 ~]#

Apply Updates
Apply any package updates released since your installation image was created:

[root @cnk-1 ~]# yum update

Use Short Node Names

During installation, we filled in the machine' s fully qualified domain name (FQDN), which can be rather
long when it appearsin cluster logs and status output. See for yourself how the machine identifies itself:

[root @cnk-1 ~]# uname -n
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pcnk- 1.1 ocal domai n

We can usethe host nanect | tool to strip off the domain name:

[root @cnk-1 ~]# hostnanect| set-hostnane $(unanme -n | sed s/\\..*//)

Now, check that the machine is using the correct name:

[root @cnk-1 ~]# uname -n
pcnk- 1

Y ou may want to reboot to ensure all updates take effect.

Repeat for Second Node

Repeat the Installation steps so far, so that you have two nodes ready to have the cluster software installed.

For the purposes of this document, the additional nodeis called pcmk-2 with address 192.168.122.102.

Configure Communication Between Nodes

Configure Host Name Resolution

Confirm that you can communicate between the two new nodes:

[root @cnk-1 ~]# ping -c 3 192.168.122.102

PI NG 192. 168. 122. 102 (192.168.122.102) 56(84) bytes of data.
64 bytes from 192. 168. 122. 102: icnp_seq=1 ttl =64 tine=0.343 ns
64 bytes from 192. 168. 122. 102: icnp_seq=2 ttl =64 tine=0.402 ns
64 bytes from 192. 168. 122. 102: icnp_seq=3 ttl =64 tine=0.558 ns

--- 192.168.122.102 ping statistics ---
3 packets transnmitted, 3 received, 0% packet |oss, tine 2000ns
rtt mn/avg/ max/ ndev = 0.343/0.434/0.558/0.092 ns

Now we need to make sure we can communicate with the machines by their name. If you have a DNS
server, add additional entries for the two machines. Otherwise, you'll need to add the machinesto/ et ¢/
host s on both nodes. Below are the entries for my cluster nodes:

[root @cnk-1 ~]# grep pcnk /etc/hosts
192. 168. 122. 101 pcnk-1.clusterlabs.org pcnk-1
192. 168. 122. 102 pcnk-2. clusterl abs. org pcnk-2

We can now verify the setup by again using ping:

[root @cnk-1 ~]# ping -c 3 pcnk-2

PI NG pcnk-2.clusterl abs.org (192.168.122. 101) 56(84) bytes of data.

64 bytes from pcnk-1.clusterlabs.org (192.168.122.101): icnp_seq=1 ttl=64 tinme=0.1
64 bytes from pcnk-1.clusterlabs.org (192.168.122.101): icnp_seq=2 ttl =64 tinme=0.4
64 bytes from pcnk-1.clusterlabs.org (192.168.122.101): icnp_seq=3 ttl=64 tinme=0.1
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--- pcnk-2.clusterl abs.org ping statistics ---
3 packets transmtted, 3 received, 0% packet |oss, time 2001ns
rtt mn/avg/ max/ mdev = 0.164/0.275/0.475/0.141 s

Configure SSH

SSH is a convenient and secure way to copy files and perform commands remotely. For the purposes of
this guide, we will create a key without a password (using the -N option) so that we can perform remote
actions without being prompted.

Warning

Unprotected SSH keys (those without a password) are not recommended for servers exposed to
the outside world. We use them here only to simplify the demo.

Create anew key and allow anyone with that key to log in:
Creating and Activating a new SSH Key.

[root @cnk-1 ~]# ssh-keygen -t dsa -f ~/.ssh/id_dsa -N""

CGenerating public/private dsa key pair.

Your identification has been saved in /root/.ssh/id _dsa.

Your public key has been saved in /root/.ssh/id_dsa. pub

The key fingerprint is:

91: 09: 5c: 82: 5a: 6a: 50: 08: 4e: b2: Oc: 62: de: cc: 74: 44 root @cnk-1.clusterl abs. org
The key's randomart image is:

+--[ DSA 1024]----+
| ==. ooEo. . |
| X O+ .00 |
| * A + |
|+ : |
| S |
| |
| |
| |
| |
S +

[root @cnk-1 ~]# cp ~/.ssh/id_dsa.pub ~/.ssh/authorized_keys

Install the key on the other node:

[root @cnk-1 ~]# scp -r ~/.ssh pcnk-2:

The authenticity of host 'pcnk-2 (192.168.122.102)' can't be established.

ECDSA key fingerprint is SHA256: 63xNPkPYg98r Yznf 3T9QYJAzIl aG AsSgFVNHOZ] PWjc.

ECDSA key fingerprint is MD5:d9:bf:6e: 32: 88: be: 47: 3d: 96: f 1: 96: 27: 65: 05: Ob: c3.

Are you sure you want to continue connecting (yes/no)? yes

War ni ng: Permanent|y added ' pcnk-2,192. 168. 122. 102" (ECDSA) to the list of known h
root @cnk-2's password:

i d_dsa

i d_dsa. pub
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aut hori zed_keys
known_host s

Test that you can now run commands remotely, without being prompted:

[root @cnk-1 ~]# ssh pcnk-2 -- uname -n
pcnk- 2
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Simplify Administration With a Cluster Shell

In the dark past, configuring Pacemaker required the administrator to read and write XML. In true UNIX
style, there were also a number of different commands that specialized in different aspects of querying
and updating the cluster.

In addition, the various components of the cluster stack (corosync, pacemaker, etc.) had to be configured
separately, with different configuration tools and formats.

All of that has been greatly simplified with the creation of higher-level tools, whether command-line or
GUIs, that hide all the mess underneath.

Command-line cluster shells take all the individual aspects required for managing and configuring a
cluster, and pack them into one simple-to-use command-line tool.

They even alow you to queue up severa changes at once and commit them all at once.
Two popular command-line shellsare pcs and cr s h. Clusters from Scratch isbased on pcs because it

comes with CentOS, but both have similar functionality. Choosing a shell or GUI is a matter of personal
preference and what comes with (and perhaps is supported by) your choice of operating system.

Install the Cluster Software

Fire up a shell on both nodes and run the following to install pacemaker, pcs, and some other command-
line tools that will make our lives easier:

# yuminstall -y pacenaker pcs psmisc policycoreutils-python
I mportant

This document will show commands that need to be executed on both nodes with a simple #
prompt. Be sure to run them on each node individually.

Note

This document uses pcs for cluster management. Other alternatives, such as cr nsh, are
available, but their syntax will differ from the examples used here.
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Configure the Cluster Software

Allow cluster services through firewall

On each node, allow cluster-related services through the local firewall:

# firewall -cnd --permanent --add-service=high-availability
success

# firewall-cnd --rel oad

success

Note

If you are using iptables directly, or some other firewall solution besides firewalld, smply open
the following ports, which can be used by various clustering components: TCP ports 2224, 3121,
and 21064, and UDP port 5405.

If you run into any problems during testing, you might want to disable the firewall and SELinux
entirely until you have everything working. Thismay create significant security issues and should
not be performed on machines that will be exposed to the outside world, but may be appropriate
during development and testing on a protected host.

To disable security measures:

[root @cnk-1 ~]# setenforce O

[root @cnk-1 ~]# sed -i.bak "s/SELINUX=enforci ng/ SELI NUX=per nmi ssi ve/ g" /etc/sel
[root @cnk-1 ~]# systenttl mask firewalld.service

[root @cnk-1 ~]# systenttl stop firewalld. service

[root @cnk-1 ~]# iptables --flush

Enable pcs Daemon

Before the cluster can be configured, the pcs daemon must be started and enabled to start at boot time on
each node. Thisdaemon workswith the pcs command-lineinterface to manage synchronizing the corosync
configuration across all nodes in the cluster.

Start and enabl e the daemon by issuing the following commands on each node:

# systenctt!l start pcsd. service
# systenct| enabl e pcsd. service
Created symink from/etc/systend/system nulti-user.target.wants/pcsd.service to /

Theinstalled packageswill create ahacluster user with adisabled password. Whilethisisfinefor running
pcs commands locally, the account needs alogin password in order to perform such tasks as syncing the
corosync configuration, or starting and stopping the cluster on other nodes.

Thistutorial will make use of such commands, so now wewill set a password for the hacluster user, using
the same password on both nodes:

# passwd hacl uster

Changi ng password for user hacl uster.

New passwor d:

Ret ype new password:

passwd: all authentication tokens updated successfully.
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Note

Alternatively, to script thisprocess or set the password on adifferent machinefromtheoneyou're
logged into, you can use the - - st di n option for passwd:

[root @cnk-1 ~]# ssh pcnk-2 -- 'echo nmysupersecretpassword | passwd --stdin hac

Configure Corosync

On either node, usepcs cl ust er aut h to authenticate as the hacluster user:

[root @cnk-1 ~]# pcs cluster auth pcnk-1 pcnk-2
User nanme: hacl uster

Passwor d:

pcnk-2: Aut horized

pcnk-1: Aut horized

Note
In Fedora 29 and CentOS 8.0, the command has been changed to pcs host aut h:

[root @cnk-1 ~]# pcs host auth pcnk-1 pcnk-2
User nanme: hacl uster

Passwor d:

pcnk-2: Aut horized

pcnk-1: Authorized

Next, use pcs cluster setup on the same node to generate and synchronize the corosync
configuration:

[root @cnk-1 ~]# pcs cluster setup --nane nycluster pcnk-1 pcnk-2
Destroying cluster on nodes: pcnk-1, pcnk-2...

pcnk-2: Stopping Custer (pacemaker)...

pcnk-1: Stopping Custer (pacemaker)...

pcnk-1: Successfully destroyed cluster

pcnk-2: Successfully destroyed cl uster

Sendi ng ' pacenmaker _renote aut hkey' to 'pcnk-1', 'pcnk-2'

pcnk-2: successful distribution of the file 'pacenaker_renote authkey'
pcnk-1: successful distribution of the file 'pacenaker_renote authkey'
Sending cluster config files to the nodes..

pcnk-1: Succeeded

pcnk-2: Succeeded

Synchroni zi ng pcsd certificates on nodes pcnk-1, pcnk-2..

pcnk-2: Success

pcnk-1: Success

Restarting pcsd on the nodes in order to reload the certificates..
pcnk-2: Success

pcnk-1: Success

Note

In Fedora 29 and CentOS 8.0, the syntax has been changed and the - - nane option has been
dropped:
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[root @cnk-1 ~]# pcs cluster setup mycluster pcnk-1 pcnk-2

No addresses specified for host 'pcnk-1', using 'pcnk-1'

No addresses specified for host 'pcnk-2', using 'pcnk-2
Destroying cluster on hosts: 'pcnk-1', 'pcnk-2'..

pcnk-1: Successfully destroyed cluster

pcnk-2: Successfully destroyed cluster

Requesting renove 'pcsd settings' from'pcnk-1', 'pcnk-2
pcnk-1: successful renpval of the file 'pcsd settings

pcnk-2: successful renpval of the file 'pcsd settings

Sendi ng ' corosync aut hkey', 'pacenmaker authkey' to 'pcnk-1', 'pcnk-2
pcnk-2: successful distribution of the file 'corosync authkey’
pcnk-2: successful distribution of the file 'pacenaker authkey'
pcnk-1: successful distribution of the file 'corosync authkey’
pcnk-1: successful distribution of the file 'pacenaker authkey'
Synchroni zi ng pcsd SSL certificates on nodes 'pcnk-1', 'pcnk-2'..
pcnk-1: Success

pcnk-2: Success

Sendi ng ' corosync.conf' to 'pcnk-1', 'pcnk-2

pcnk-2: successful distribution of the file '"corosync. conf
pcnk-1: successful distribution of the file 'corosync. conf
Cluster has been successfully set up

If you received an authorization error for either of those commands, make sure you configured the
hacluster user account on each node with the same password.

Note

If you are not using pcs for cluster administration, follow whatever procedures are appropriate
for your toolsto create a corosync.conf and copy it to al nodes.

The pcs command will configure corosync to use UDP unicast transport; if you choose to use
multicast instead, choose a multicast address carefully. !

Thefinal corosync.conf configuration on each node should ook something like the samplein Appendix B,
Sample Corosync Configuration.

Explore pcs
Start by taking some time to familiarize yourself with what pcs can do.
[root @cnk-1 ~]# pcs

Usage: pcs [-f file] [-h] [commands]...
Control and configure pacemaker and corosync.

Opt i ons:
-h, --help Di spl ay usage and exit.
-f file Perform actions on file instead of active ClB.
- -debug Print all network traffic and external conmands run.
--version Print pcs version information. List pcs capabilities if

! For some subtleissues, see Topicsin High-Performance Messaging: Multicast Address Assignment [ http://web.archive.org/web/20101211210054/
http://29west.com/docs/ THPM/multicast-address-assignment.html] or the more detailed treatment in Cisco’s Guidelinesfor Enterprise | P Multicast
Address Allocation [https://www.cisco.com/c/dam/en/us/support/docs/i p/ip-multicast/ipmlt_wp.pdf].
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--request-tineout

--full is specified.
Ti meout for each outgoing request to anot her
seconds. Default is 60s.

node in

--force Override checks and errors, the exact behavi or depends on
the conmand. WARNING Using the --force option is
strongly di scouraged unl ess you know what you are doi ng.

Conmands:

cl uster Configure cluster options and nodes.

resource Manage cl uster resources.

stonith Manage fence devi ces.

constraint Mnage resource constraints.

property Manage pacemaker properties.

acl Manage pacemaker access control lists.

gdevi ce Manage quorum devi ce provider on the | ocal host.

guor um Manage cl uster quorum settings.

boot h Manage booth (cluster ticket nmanager).

stat us Vi ew cl uster status.

config Vi ew and manage cluster configuration

pcsd Manage pcs daenon.

node Manage cl uster nodes.

al ert Manage pacemaker alerts.

Asyou can see, the different aspects of cluster management are separated into categories. To discover the
functionality available in each of these categories, one can issue the command pcs cat egory hel p.
Below is an example of all the options available under the status category.

[root @cnk-1 ~]# pcs status help

Usage: pcs status [conmands]. ..
View current cluster and resource status
Conmands:
[status] [--full | --hide-inactive]
View all information about the cluster and resources (--ful
nore details, --hide-inactive hides inactive resources).

provi des

resources [<resource id> | --full | --groups | --hide-inactive]
Show all currently configured resources or if a resource is specified
show the options for the configured resource. |If --full is specified,
all configured resource options will be displayed. |If --groups is
specified, only show groups (and their resources). |If --hide-inactive
is specified, only show active resources.

groups
View currently configured groups and their resources.

cluster

View current cluster status.
corosync

Vi ew current nenbership information as seen by corosync
quorum

Vi ew current quorum status.
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gdevi ce <device nodel > [--full] [<cluster nane>]
Show runtime status of specified nodel of quorum device provider. Using
--full will give nore detailed output. |[If <cluster nane> is specified,
only information about the specified cluster will be displayed.

nodes [corosync | both | config]
Vi ew current status of nodes from pacemaker. If 'corosync' is
specified, view current status of nodes from corosync instead. If
"both' is specified, view current status of nodes from both corosync &
pacemaker. 1f 'config" is specified, print nodes from corosync &
pacemaker configuration

pcsd [ <node>]...
Show current status of pcsd on nodes specified, or on all nodes
configured in the local cluster if no nodes are specified.

xm
View xm version of status (output fromcrmnon -r -1 -X).

Additionally, if you are interested in the version and supported cluster stack(s) available with your
Pacemaker installation, run:

[root @cnk-1 ~]# pacemakerd --features
Pacemaker 1.1.18-11.el7_5.3 (Build: 2b07d5c5a9)
Supporting v3.0.14: generated- nanpages agent-manpages ncurses |ibgb-1ogging |ibg
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Start the Cluster

Now that corosync is configured, it istimeto start the cluster. The command below will start corosync and
pacemaker on both nodes in the cluster. If you are issuing the start command from a different node than
the one you ran the pcs cl ust er aut h command on earlier, you must authenticate on the current
node you are logged into before you will be allowed to start the cluster.

[root @cnk-1 ~]# pcs cluster start --all
pcnk-1: Starting Cluster...
pcnk-2: Starting Cluster...

Note

An dternativeto usingthepcs cluster start --all commandisto issue either of the
below command sequences on each node in the cluster separately:

# pcs cluster start
Starting Custer...

or

# systencttl start corosync. service
# systencttl start pacemaker. service

I mportant

In this example, we are not enabling the corosync and pacemaker services to start at boot. If a
cluster nodefails or isrebooted, you will needtorunpcs cl uster start nodenane (or
- - al |') to start the cluster on it. While you could enable the services to start at boot, requiring
amanual start of cluster services gives you the opportunity to do a post-mortem investigation of
anode failure before returning it to the cluster.

Verify Corosync Installation

First, use cor osync- cf gt ool to check whether cluster communication is happy:

[root @cnk-1 ~]# corosync-cfgtool -s
Printing ring status.
Local node ID 1
RINGID O
id = 192.168.122. 101
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status =ring O active with no faults

We can see here that everything appears normal with our fixed IP address (not a 127.0.0.x loopback
address) listed asthe id, and no faults for the status.

If you see something different, you might want to start by checking the node’'s network, firewall and
SELinux configurations.

Next, check the membership and quorum APIs:

[root @cnk-1 ~]# corosync-cmapct! | grep nenbers
runtine.totem pg. mp.srp. menbers. 1.config version (u64) =0
runtime.totem pg.nrp.srp.menbers.1.ip (str) = r(0) ip(192.168.122.101)
runtine.totem pg. mp.srp.nmenbers.1.join_count (u32) =1
runtine.totem pg. mp.srp. menbers. 1.status (str) = joined
runtine.totem pg. mp.srp. menbers. 2. config version (u64) =0
runtime.totem pg.nrp.srp.menbers.2.ip (str) = r(0) ip(192.168.122.102)
runtine.totem pg. mp.srp.nmenbers.2.join_count (u32) =1
runtine.totem pg. mp.srp. menbers. 2.status (str) = joined

[root @cnk-1 ~]# pcs status corosync

Menber ship i nformation

Nodei d Vot es Nane
1 1 pcnk-1 (local)
2 1 pcnk-2

Y ou should see both nodes have joined the cluster.

Verify Pacemaker Installation

Now that we have confirmed that Corosync is functional, we can check the rest of the stack. Pacemaker
has aready been started, so verify the necessary processes are running:

[root @cnk-1 ~]# ps axf

PID TTY STAT  TI ME COVVAND
2 ? S 0: 00 [kt hreadd]

...lots of processes..
11635 ? SLsl 0: 03 corosync
11642 ? Ss 0: 00 /usr/shin/pacemakerd -f
11643 ? Ss 0:00 \_ /usr/libexec/pacenaker/cib
11644 ? Ss 0:00 \_ /usr/libexec/pacenaker/stonithd
11645 ? Ss 0:00 \_ /usr/libexec/pacenmaker/|rnd
11646 ? Ss 0:00 \_ /usr/libexec/pacenmaker/attrd
11647 ? Ss 0:00 \_ /usr/libexec/ pacenaker/ pengi ne
11648 ? Ss 0:00 \_ /usr/libexec/ pacenmaker/crnd

If that looks OK, check thepcs st at us output:

[root @cnk-1 ~]# pcs status

Cl uster name: nycluster

WARNI NG no stonith devices and stonith-enabled is not false

St ack: corosync

Current DC. pcnk-2 (version 1.1.18-11.el 7_5.3-2b07d5c5a9) - partition with quorum
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Last updated: Mon Sep 10 16: 37: 34 2018
Last change: Mon Sep 10 16:30:53 2018 by hacluster via crnd on pcnk-2

2 nodes confi gured
0 resources configured

Online: [ pcnk-1 penk-2 ]

No resources

Daenmon St at us:
corosync: active/disabl ed
pacemaker: active/di sabl ed
pcsd: active/enabl ed

Finally, ensure there are no start-up errors from corosync or pacemaker (aside from messages relating to
not having STONITH configured, which are OK at this point):

[root @cnk-1 ~]# journalctl -b | grep -i error
Note

Other operating systems may report startup errors in other locations, for example/ var /| og/
nessages.

Repeat these checks on the other node. The results should be the same.

Explore the Existing Configuration

For those who are not of afraid of XML, you can see the raw cluster configuration and status by using
thepcs cl uster cib command.

Example4.1. Thelast XML you’ll seein thisdocument
[root @cnk-1 ~]# pcs cluster cib

<cib crmfeature_set="3.0.14" validate-wth="pacemaker-2.10" epoch="5" num updates
<confi guration>
<crm confi g>
<cluster_property_set id="cib-bootstrap-options">
<nvpair id="cib-bootstrap-options-have-watchdog” nane="have-wat chdog" val u
<nvpair id="cib-bootstrap-options-dc-version” nane="dc-version" value="1.1
<nvpair id="cib-bootstrap-options-cluster-infrastructure” name="cluster-in
<nvpair id="cib-bootstrap-options-cluster-name" name="cl uster-nane" val ue=
</cluster_property_set>
</crmconfig>
<nodes>
<node id="1" unanme="pcnk-1"/>
<node id="2" unanme="pcnk-2"/>
</ nodes>
<resources/ >
<constraints/>
</ configuration>
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<st at us>
<node_state id="1" unane="pcnk-1" in_ccm"true” crnmd="online" crmdebug-origin
<lrmid="1">
<l rmresources/>
</lrmp
</ node_st at e>
<node_state id="2" unane="pcnk-2" in_ccm"true” crmd="online" crmdebug-origin
<lrmid="2">
<l rmresources/>
</lrmp
</ node_st at e>
</ status>
</ ci b>

Before we make any changes, it's a good ideato check the validity of the configuration.

[root @cnk-1 ~]# crmverify -L -V
error: unpack_resources: Resource start-up disabled since no STONI TH resources
error: unpack_resources: Either configure some or disable STONNITH with the ston
error: unpack_resources: NOTE: Clusters with shared data need STONITH to ensure
Errors found during check: config not valid

Asyou can see, the tool has found some errors. The cluster will not start any resources until we configure
STONITH.
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What is Fencing?

Fencing protects your data from being corrupted, and your application from becoming unavailable, due
to unintended concurrent access by rogue nodes.

Just because a node is unresponsive doesn’'t mean it has stopped accessing your data. The only way to be
100% sure that your datais safe, is to use fencing to ensure that the node is truly offline before allowing
the data to be accessed from another node.

Fencing also has arole to play in the event that a clustered service cannot be stopped. In this case, the
cluster uses fencing to force the whole node offline, thereby making it safe to start the service elsewhere.

Fencing isalso known as STONITH, an acronym for " Shoot The Other Node In The Head", since the most
popular form of fencing is cutting a host’ s power.

In order to guarantee the safety of your data, L fenci ng is enabled by default.

Note

It is possible to tell the cluster not to use fencing, by setting the stonith-enabled cluster option
tofase

[root @cnk-1 ~]# pcs property set stonith-enabl ed=fal se
[root @cnk-1 ~]# crmuverify -L

However, thisis completely inappropriate for a production cluster. It tells the cluster to simply
pretend that failed nodes are safely powered off. Some vendors will refuse to support clusters
that have fencing disabled. Even disabling it for a test cluster means you won't be able to test
real failure scenarios.

Choose a Fence Device

Thetwo broad categories of fence device are power fencing, which cuts off power to the target, and fabric
fencing, which cuts off the target’s access to some critical resource, such as a shared disk or access to
the loca network.

Power fencing devices include:

* Intelligent power switches

L1f the datais corrupt, there islittle point in continuing to make it available
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e IPMI

» Hardware watchdog device (alone, or in combination with shared storage used as a "poison pill"
mechanism)

Fabric fencing devices include:

» Shared storage that can be cut off for a target host by another host (for example, an external storage
device that supports SCSI-3 persistent reservations)

* Intelligent network switches

Using IPMI as a power fencing device may seem like a good choice. However, if the IPMI shares power
and/or network access with the host (such as most onboard IPMI controllers), a power or network failure
will cause both the host and its fencing device to fail. The cluster will be unable to recover, and must stop
all resources to avoid a possible split-brain situation.

Likewise, any device that relies on the machine being active (such as SSH-based "devices' sometimes
used during testing) is inappropriate, because fencing will be required when the node is completely
unresponsive.

Configure the Cluster for Fencing

1. Install the fence agent(s). To see what packages are available, runyum search fence-. Besure
to install the package(s) on al cluster nodes.

2. Configure the fence device itself to be able to fence your nodes and accept fencing requests. This
includes any necessary configuration on the device and on the nodes, and any firewall or SELinux
changes needed. Test the communication between the device and your nodes.

3. Find the name of the correct fence agent: pcs stonith |i st
4. Find the parameters associated with the device: pcs stonith descri be agent nhane
5. Create alocal copy of theCIB: pcs cluster cib stonith_cfg

6. Create the fencing resource: pcs -f stonith_cfg stonith create stonith_id
stonith_device_type [stonith_devi ce_options]

Any flags that do not take arguments, such as- - ssl , should be passed asss| =1.

7. Enable fencing in the cluster: pcs -f stonith_cfg property set stonith-
enabl ed=t rue

8. If the device does not know how to fence nodes based on their cluster node name, you may also need
to set the special pcmk_host_map parameter. See man pacemnaker - f enced for details.

9. If the device does not support the list command, you may also need to set the special pcmk_host_list
and/or pcmk_host_check parameters. Seemman pacenaker - f enced for details.

10.If the device does not expect the victim to be specified with the port parameter, you may aso need to
set the special pcmk_host_argument parameter. Seeman pacenaker - f enced for details.

11.Commit the new configuration: pcs cl uster cib-push stonith_cfg

12.0nce the fence device resource is running, test it (you might want to stop the cluster on that machine
first): stonith_adm n --reboot nodenane
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Example

For this example, assume we have a chassis containing four nodes and a separately powered IPMI device
active on 10.0.0.1. Following the steps above would go something like this:

Step 1. Install the fence-agents-ipmilan package on both nodes.

Step 2: Configure the | P address, authentication credentias, etc. in the IPMI device itself.
Step 3: Choose the fence_ipmilan STONITH agent.

Step 4: Obtain the agent’ s possible parameters:

[root @cnk-1 ~]# pcs stonith describe fence_ipmlan
fence_ipmlan - Fence agent for |PM

fence_ipmlan is an 1/0O Fenci ng agentwhi ch can be used with machi nes controlled by

Stonith options:

i pport: TCP/UDP port to use for connection with device

hexadeci mal _kg: Hexadeci mal - encoded Kg key for IPMv2 authentication

port: |IP address or hostnane of fencing device (together with --port-as-ip)

inet6_only: Forces agent to use |IPv6 addresses only

i paddr: 1P Address or Hostnane

passwd_script: Script to retrieve password

nmet hod: Method to fence (onoff|cycle)

inet4_only: Forces agent to use |Pv4 addresses only

passwd: Logi n password or passphrase

| anpl us: Use Lanplus to inprove security of connection

auth: IPM Lan Auth type.

ci pher: Ciphersuite to use (sane as ipnmtool -C paraneter)

target: Bridge IPM requests to the rennte target address

privlivl: Privilege level on IPM device

ti meout: Tineout (sec) for IPM operation

| ogi n: Logi n Nane

verbose: Verbose node

debug: Wite debug information to given file

power _wait: Wait X seconds after issuing OV OFF

login_timeout: Wait X seconds for cnd pronpt after login

delay: Wait X seconds before fencing is started

power _timeout: Test X seconds for status change after ON OFF

i pmtool path: Path to ipmtool binary

shell _timeout: Wait X seconds for cnd pronmpt after issuing command

port_as_ip: Make "port/plug" to be an alias to |IP address

retry_on: Count of attenpts to retry power on

sudo: Use sudo (wi thout password) when calling 3rd party sotfware.

priority: The priority of the stonith resource. Devices are tried in order of h

pcnk_host _map: A mappi ng of host names to ports nunbers for devices that do not

3 for node2

pcnk_host _list: Alist of machines controlled by this device (Optional unless pc

pcnk_host _check: How to determ ne which machines are controlled by the device. A
(assune every device can fence every machine)

pcnk_del ay_max: Enabl e a random delay for stonith actions and specify the maxi nu
random del ay for stonith actions. The overall delay is derived f
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pcnk_del ay_base: Enable a base delay for stonith actions and specify base del ay
a static delay for stonith actions. The overall delay is derive
pcnk_action_limt: The maxi mum nunber of actions can be perforned in parallel on
speci fy the maxi mum nunber of actions can be perforned in par

Def aul t operations:
nmoni tor: interval =60s

Step5:pcs cluster cib stonith_cfg
Step 6: Here are example parameters for creating our fence device resource:

[root @cnk-1 ~]# pcs -f stonith_cfg stonith create ipm-fencing fence_ipmlan \
pcnk_host _|ist="pcnk-1 pcnk-2" ipaddr=10.0.0.1 | ogi n=testuser \
passwd=acd123 op nonitor interval =60s

[root @cnk-1 ~]# pcs -f stonith_cfg stonith

i pm -fencing (stonith:fence_ipmlan): St opped

Steps 7-10: Enable fencing in the cluster:

[root @cnk-1 ~]# pcs -f stonith_cfg property set stonith-enabl ed=true
[root @cnk-1 ~]# pcs -f stonith_cfg property

Cluster Properties:

cluster-infrastructure: corosync

cl uster-nane: nycluster

dc-version: 1.1.18-11.el7_5. 3-2b07d5c5a9

have- wat chdog: fal se

stonit h-enabl ed: true

Step 11: pcs cluster cib-push stonith _cfg --config
Step 12: Test:

[root @cnk-1 ~]# pcs cluster stop pcnk-2
[root @cnk-1 ~]# stonith_admin --reboot pcnk-2

After asuccessful test, login to any rebooted nodes, and start the cluster (withpcs cl uster start).
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Add a Resource

Our first resource will be a unique IP address that the cluster can bring up on either node. Regardless of
where any cluster service(s) are running, end users need a consistent address to contact them on. Here, |
will choose 192.168.122.120 as the floating address, give it the imaginative name ClusterlP and tell the
cluster to check whether it is running every 30 seconds.

Warning

The chosen address must not already be in use on the network. Do not reuse an |1P address one
of the nodes already has configured.

[root @dcnk-1 ~]# pcs resource create Clusterl P ocf: heartbeat: | Paddr2 \
i p=192. 168. 122. 120 ci dr_net mask=24 op nonitor i nterval =30s

Another important piece of information hereis ocf:heartbeat: | Paddr 2. Thistells Pacemaker three things
about the resource you want to add:

» Thefirstfield (ocf in this case) isthe standard to which the resource script conforms and whereto find it.

» The second field (heartbeat in this case) is standard-specific; for OCF resources, it tells the cluster
which OCF namespace the resource script isin.

e Thethird field (IPaddr2 in this case) is the name of the resource script.
To obtain alist of the available resource standards (the ocf part of ocf:heartbeat: | Paddr2), run:

[root @cnk-1 ~]# pcs resource standards
I sb

ocf

service

systemd

To obtain alist of the available OCF resource providers (the heartbeat part of ocf:heartbeat: 1 Paddr 2),
run:

[root @cnk-1 ~]# pcs resource providers
hear t beat
openst ack
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pacemaker

Finally, if you want to see all the resource agents available for a specific OCF provider (the | Paddr 2 part
of ocf:heartbeat: 1 Paddr2), run:

[root @cnk-1 ~]# pcs resource agents ocf: heartbeat
apache

aws-vpc-nove-ip

awsei p

awsvi p

azure-lb

clvm

(skipping lots of resources to save space)

sym i nk

t ontat

Vi rt ual Donai n
Xi netd

Now, verify that the | P resource has been added, and display the cluster’ s statusto seethat it isnow active:

[root @cnk-1 ~]# pcs status

Cl uster name: nycluster

St ack: corosync

Current DC. pcnk-2 (version 1.1.18-11.el 7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Mon Sep 10 16:55:26 2018

Last change: Mon Sep 10 16:53:42 2018 by root via cibadm n on pcrk-1

2 nodes confi gured
1 resource configured

Online: [ pcnk-1 penk-2 ]
Full 1ist of resources:
ClusterlP (ocf::heartbeat: | Paddr?2): Started pcrk-1

Daenmon St at us:
corosync: active/disabl ed
pacemaker: active/di sabl ed
pcsd: active/enabl ed

Perform a Failover

Since our ultimate goal is high availability, we should test failover of our new resource before moving on.
First, find the node on which the |P address is running.

[root @cnk-1 ~]# pcs status

Cl uster name: nycluster

Stack: corosync

Current DC. pcnk-2 (version 1.1.18-11.el 7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Mon Sep 10 16:55:26 2018
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Last change: Mon Sep 10 16:53:42 2018 by root via cibadm n on pcnk-1

2 nodes confi gured
1 resource configured

Online: [ pcnk-1 penk-2 ]
Full list of resources:
ClusterlP (ocf::heartbeat:| Paddr2): Started pcrk-1

You can see that the status of the Cluster|P resource is Started on a particular node (in this example,
pcmk-1). Shut down Pacemaker and Corosync on that machine to trigger afailover.

[root @cnk-1 ~]# pcs cluster stop pcnk-1
St oppi ng O uster (pacenaker)...
St oppi ng G uster (corosync)...

Note

A cluster command such aspcs cl uster stop nodenane can berunfrom any nodein
the cluster, not just the affected node.

Verify that pacemaker and corosync are no longer running:

[root @cnk-1 ~]# pcs status
Error: cluster is not currently running on this node

Go to the other node, and check the cluster status.

[root @cnk-2 ~]# pcs status

Cl uster name: nycluster

St ack: corosync

Current DC. pcnk-2 (version 1.1.18-11.el 7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Mon Sep 10 16:57:22 2018

Last change: Mon Sep 10 16:53:42 2018 by root via cibadmn on pcnk-1

2 nodes confi gured
1 resource configured

Online: [ pcnk-2 ]
OFFLINE: [ pcmk-1 ]

Full 1ist of resources:
ClusterlP (ocf::heartbeat: | Paddr?2): Started pcrk-2
Daenon St at us:
corosync: active/disabl ed
pacenmaker: active/di sabl ed

pcsd: active/enabl ed

Notice that pcmk-1 is OFFLINE for cluster purposes (its pcsd is still active, allowing it to receive pcs
commands, but it is not participating in the cluster).
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Also natice that Cluster P is now running on pcmk-2 — failover happened automatically, and no errors
are reported.

Quorum

If acluster splits into two (or more) groups of nodes that can no longer communicate with each
other (aka. partitions), quorum is used to prevent resources from starting on more nodes than
desired, which would risk data corruption.

A cluster has quorum when more than half of all known nodes are online in the same partition,
or for the mathematically inclined, whenever the following equation is true:

total _nodes < 2 * active_nodes

For example, if a5-node cluster split into 3- and 2-node paritions, the 3-node partition would have
guorum and could continue serving resources. If a6-node cluster split into two 3-node partitions,
neither partition would have quorum; pacemaker’s default behavior in such cases is to stop all
resources, in order to prevent data corruption.

Two-node clusters are a specia case. By the above definition, a two-node cluster would only
have quorum when both nodes are running. This would make the creation of atwo-node cluster
pointless, but corosync has the ability to treat two-node clusters as if only one node is required
for quorum.

The pcs cluster setup command will automatically configure two node: 1 in
cor osync. conf, so atwo-node cluster will "just work".

If you are using a different cluster shell, you will have to configure cor osync. conf
appropriately yourself.

Now, simulate node recovery by restarting the cluster stack on pcmk-1, and check the cluster’s status. (It
may take alittle while before the cluster gets going on the node, but it eventually will look like the below.)

[root @cnk-1 ~]# pcs cluster start pcmnk-1

pcnk-1: Starting Cluster...

[root @cnk-1 ~]# pcs status

Cl uster name: nycluster

St ack: corosync

Current DC. pcnk-2 (version 1.1.18-11.el 7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Mon Sep 10 17: 00: 04 2018

Last change: Mon Sep 10 16:53:42 2018 by root via cibadm n on pcnk-1

2 nodes confi gured
1 resource configured

Online: [ pcnk-1 penk-2 ]
Full 1ist of resources:
ClusterlP (ocf:: heartbeat: | Paddr2): Started pcrk-2
Daenmon St at us:
corosync: active/disabl ed

pacemaker: active/di sabl ed
pcsd: active/enabl ed
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Prevent Resources from Moving after Recovery

In most circumstances, it is highly desirable to prevent healthy resources from being moved around the
cluster. Moving resources almost always requires a period of downtime. For complex services such as
databases, this period can be quite long.

To address this, Pacemaker has the concept of resource stickiness, which controls how strongly a service
prefers to stay running whereit is. You may like to think of it asthe "cost" of any downtime. By default,
Pacemaker assumesthereis zero cost associated with moving resources and will do so to achieve "optimal”

! resource placement. We can specify a different stickiness for every resource, but it is often sufficient
to change the default.

[root @cnk-1 ~]# pcs resource defaults resource-sticki ness=100

Warni ng: Defaults do not apply to resources which override themw th their own def
[root @cnk-1 ~]# pcs resource defaults

resour ce-sticki ness: 100

1 Pacemaker’s definition of optimal may not always agree with that of a human’s. The order in which Pacemaker processes lists of resources and
nodes createsimplicit preferences in situations where the administrator has not explicitly specified them.
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Now that we have a basic but functional active/passive two-node cluster, we're ready to add some real
services. We're going to start with Apache HTTP Server because it is a feature of many clusters and
relatively simpleto configure.

Install Apache

Before continuing, we need to make sure Apache isinstalled on both hosts. We also need the wget tool in
order for the cluster to be able to check the status of the Apache server.

# yuminstall -y httpd wget
# firewall-cnd --permanent --add-service=http
# firewall-cnd --rel oad

| mportant

Do not enablethe httpd service. Servicesthat are intended to be managed viathe cluster software
should never be managed by the OS. It is often useful, however, to manually start the service,
verify that it works, then stop it again, before adding it to the cluster. This allows you to resolve
any non-cluster-related problems before continuing. Since this is a simple example, we'll skip
that step here.

Create Website Documents

We need to create a page for Apache to serve. On CentOS 7.5, the default Apache document root is /var/
www/html, so we'll create an index file there. For the moment, we will simplify things by serving a static
site and manually synchronizing the data between the two nodes, so run this command on both nodes:

# cat <<-END >/var/ww/ htm /i ndex. htm
<htm >
<body>My Test Site - $(hostnane)</body>
</htm >

END
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Enable the Apache status URL

In order to monitor the health of your Apache instance, and recover it if it fails, the resource agent used
by Pacemaker assumes the server-status URL is available. On both nodes, enable the URL with:

# cat <<-END >/etc/httpd/conf.d/status. conf
<Location /server-status>
Set Handl er server-status
Require | ocal
</ Locati on>
END

Note

If you are using a different operating system, server-status may already be enabled or may be
configurable in a different location. If you are using aversion of Apache HTTP Server less than
2.4, the syntax will be different.

Configure the Cluster

At this point, Apache is ready to go, and all that needs to be done isto add it to the cluster. Let’s call the
resource WebSite. We need to use an OCF resource script called apache in the heartbeat namespace. 1 The
script’sonly required parameter is the path to the main Apache configuration file, and we'll tell the cluster
to check once a minute that Apache is still running.

[root @cnk-1 ~]# pcs resource create WebSite ocf: heartbeat: apache \
configfile=/etc/httpd/ conf/httpd.conf \
statusurl ="http://1ocal host/server-status" \
op nonitor interval =1mn

By default, the operation timeout for all resources' start, stop, and monitor operations is 20 seconds. In
many cases, thistimeout period islessthan aparticular resource’ s advised timeout period. For the purposes
of thistutorial, we will adjust the global operation timeout default to 240 seconds.

[root @cnk-1 ~]# pcs resource op defaults tineout=240s

Warni ng: Defaults do not apply to resources which override themw th their own def
[root @cnk-1 ~]# pcs resource op defaults

ti meout: 240s

Note

In a production cluster, it is usually better to adjust each resource's start, stop, and monitor
timeouts to values that are appropriate to the behavior observed in your environment, rather than
adjust the global default.

After ashort delay, we should see the cluster start Apache.

[root @cnk-1 ~]# pcs status

1 Compare the key used here, ocf:hear tbeat: apache, with the one we used earlier for the | P address, ocf:hear tbeat: 1 Paddr 2
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Cl uster name: nycluster

St ack: corosync

Current DC. pcnk-2 (version 1.1.18-11.el 7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Mon Sep 10 17: 06:22 2018

Last change: Mon Sep 10 17:05:41 2018 by root via cibadm n on pcnk-1

2 nodes confi gured
2 resources configured

Online: [ pcnk-1 penk-2 ]

Full 1ist of resources:
ClusterlP (ocf:: heartbeat:| Paddr2): Started pcrk-2
WebSite (ocf:: heartbeat:apache): Started pcrk-1

Daenmon St at us:
corosync: active/disabl ed
pacemaker: active/di sabl ed
pcsd: active/enabl ed

Wait a moment, the WebSite resource isn’t running on the same host as our I1P address!

Note

If,inthepcs st at us output, you seethe WebSite resource hasfailed to start, thenyou' velikely
not enabled the status URL correctly. You can check whether thisis the problem by running:

wget -O - http://1ocal host/server-status

If you see Not Found or Forbidden in the output, then thisislikely the problem. Ensure that the
<L ocation /server-status> block is correct.

Ensure Resources Run on the Same Host

To reduce the load on any one machine, Pacemaker will generally try to spread the configured resources
across the cluster nodes. However, we can tell the cluster that two resources are related and need to run
on the same host (or not at all). Here, we instruct the cluster that WebSite can only run on the host that
ClusterlPis active on.

To achieve this, we use a colocation constraint that indicates it is mandatory for WebSite to run on the
same node as ClusterlP. The "mandatory” part of the colocation constraint is indicated by using a score
of INFINITY. The INFINITY score also meansthat if ClusterlP is not active anywhere, WebSite will not
be permitted to run.

Note
If ClusterlP is not active anywhere, WebSite will not be permitted to run anywhere.

I mportant

Colocation constraintsare "directional”, in that they imply certain things about the order in which
the two resources will have alocation chosen. In this case, we're saying that WebSite needsto be
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placed on the same machine as Cluster | P, which implies that the cluster must know the location
of Cluster| P before choosing alocation for WebSite.

[root @cnk-1 ~]# pcs constraint colocation add WbSite with Clusterl P INFINTY
[root @cnk-1 ~]# pcs constraint
Locati on Constraints:
Ordering Constraints:
Col ocation Constraints:
WebSite with Custerl P (score: | NFINTY)
Ti cket Constraints:
[root @cnk-1 ~]# pcs status
Cl uster name: nycluster
St ack: corosync
Current DC. pcnk-2 (version 1.1.18-11.el 7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Mon Sep 10 17:08:54 2018
Last change: Mon Sep 10 17:08:27 2018 by root via cibadm n on pcnk-1

2 nodes confi gured
2 resources configured

Online: [ pcnk-1 penk-2 ]

Full 1ist of resources:
ClusterlP (ocf:: heartbeat: | Paddr2): Started pcrk-2
WebSite (ocf:: heartbeat:apache): Started pcrk-2

Daenmon St at us:
corosync: active/disabl ed
pacemaker: active/di sabl ed
pcsd: active/enabl ed

Ensure Resources Start and Stop in Order

Like many services, Apache can be configured to bind to specific | P addresses on a host or to the wildcard
IPaddress. If Apache bindsto thewildcard, it doesn’t matter whether an | P addressis added before or after
Apache starts; Apache will respond on that IP just the same. However, if Apache binds only to certain
IP address(es), the order matters: If the address is added after Apache starts, Apache won’t respond on
that address.

To be sure our WebSite responds regardless of Apache's address configuration, we need to make sure
ClusterIP not only runs on the same node, but starts before WebSite. A colocation constraint only ensures
the resources run together, not the order in which they are started and stopped.

We do this by adding an ordering constraint. By default, all order constraints are mandatory, which means
that the recovery of ClusterlP will also trigger the recovery of WebSite.

[root @cnk-1 ~]# pcs constraint order Clusterl P then WbSite
Addi ng Clusterl P WbSite (kind: Mandatory) (Options: first-action=start then-actio
[root @cnk-1 ~]# pcs constraint
Locati on Constraints:
Ordering Constraints:
start ClusterlP then start WebSite (ki nd: Mandat ory)
Col ocation Constraints:
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WebSite with Custerl P (score: | NFINTY)
Ti cket Constraints:

Prefer One Node Over Another

Pacemaker does not rely on any sort of hardware symmetry between nodes, so it may well be that one
machine is more powerful than the other.

In such cases, you may want to host the resources on the more powerful node when it is available, to
have the best performance — or you may want to host the resources on the less powerful node when it's
available, so you don’t have to worry about whether you can handle the load after afailover.

To do this, we create alocation constraint.

In the location constraint below, we are saying the WebSite resource prefers the node pcmk-1 with a score
of 50. Here, the score indicates how strongly we'd like the resource to run at this location.

[root @cnk-1 ~]# pcs constraint location WebSite prefers pcnk-1=50
[root @cnk-1 ~]# pcs constraint
Locati on Constraints:

Resource: WbSite

Enabl ed on: pcnk-1 (score: 50)

Ordering Constraints:

start CusterlP then start WebSite (kind: Mandat ory)
Col ocation Constraints:

WebSite with Custerl P (score: | NFINTY)
Ti cket Constraints:
[root @cnk-1 ~]# pcs status
Cl uster name: nycluster
St ack: corosync
Current DC. pcnk-2 (version 1.1.18-11.el7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Mon Sep 10 17:21:41 2018
Last change: Mon Sep 10 17:21:14 2018 by root via cibadnmn on pcnk-1

2 nodes confi gured
2 resources configured

Online: [ pcmk-1 penk-2 ]

Full Iist of resources:
ClusterlP (ocf:: heartbeat: | Paddr?2): Started pcnk-2
WebSite (ocf:: heartbeat:apache): Started pcnk-2

Daenon St at us:
corosync: active/disabl ed
pacemaker: active/di sabl ed
pcsd: active/enabl ed

Wait a minute, the resources are still on pcmk-2!

Even though WebSite now prefersto run on pcmk-1, that preferenceis (intentionally) lessthan the resource
stickiness (how much we preferred not to have unnecessary downtime).

To see the current placement scores, you can use atool called crm_simulate.
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[root @cnk-1 ~]# crmsinulate -sL

Current cluster status:
Online: [ pcnk-1 penk-2 ]

ClusterlP (ocf::heartbeat:| Paddr2): Started pcrk-2
WebSite (ocf:: heartbeat:apache): Started pcrk-2

Al'l ocation scores:

native_color: ClusterlP allocation score on pcnk-1: 50
native_color: ClusterlP allocation score on pcnk-2: 200
native_color: WbSite allocation score on pcnk-1: -INFINITY
native_color: WbSite allocation score on pcnk-2: 100

Transition Sumary:

Move Resources Manually

There are always times when an administrator needs to override the cluster and force resources to move
to a specific location. In this example, we will force the WebSite to move to pcmk-1.

We will use the pcs resource move command to create a temporary constraint with a score of
INFINITY. While we could update our existing constraint, using move alows to easily get rid of the
temporary constraint later. If desired, we could even give alifetime for the constraint, so it would expire
automatically — but we don't that in this example.

[root @cnk-1 ~]# pcs resource nove WebSite pcnk-1
[root @cnk-1 ~]# pcs constraint
Locati on Constraints:
Resource: WbSite
Enabl ed on: pcnk-1 (score: 50)
Enabl ed on: pcnk-1 (score:INFINITY) (role: Started)
Ordering Constraints:
start ClusterlP then start WebSite (ki nd: Mandat ory)
Col ocation Constraints:
WebSite with Custerl P (score: | NFINTY)
Ti cket Constraints:
[root @cnk-1 ~]# pcs status
Cl uster name: nycluster
St ack: corosync
Current DC. pcnk-2 (version 1.1.18-11.el7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Mon Sep 10 17:28:55 2018
Last change: Mon Sep 10 17:28:27 2018 by root via crmresource on pcnk-1

2 nodes confi gured
2 resources configured

Online: [ pcnk-1 penk-2 ]

Full 1ist of resources:
ClusterlP (ocf::heartbeat: | Paddr2): Started pcrk-1
WebSite (ocf::heartbeat:apache): Started pcrk-1
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Daenmon St at us:
corosync: active/disabl ed
pacemaker: active/di sabl ed
pcsd: active/enabl ed

Once we' ve finished whatever activity required us to move the resources to pcmk-1 (in our case nothing),
we can then alow the cluster to resume normal operation by removing the new constraint. Due to our first
location constraint and our default stickiness, the resources will remain on pcmk-1.

Wewill usethe pcsresour ce clear command, which removesall temporary constraints previously created
by pcs resour ce move or pcs resour ce ban.

[root @cnk-1 ~]# pcs resource clear WbSite
[root @cnk-1 ~]# pcs constraint
Locati on Constraints:

Resource: WbSite

Enabl ed on: pcnk-1 (score: 50)

Ordering Constraints:

start ClusterlP then start WebSite (ki nd: Mandat ory)
Col ocation Constraints:

WebSite with Custerl P (score: | NFINTY)
Ti cket Constraints:

Note that the INFINITY location constraint is now gone. If we check the cluster status, we can also see
that (as expected) the resources are still active on pcmk-1.

[root @cnk-1 ~]# pcs status

Cl uster name: nycluster

Stack: corosync

Current DC. pcnk-2 (version 1.1.18-11.el7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Mon Sep 10 17:31:47 2018

Last change: Mon Sep 10 17:31:04 2018 by root via crmresource on pcnk-1

2 nodes confi gured
2 resources configured

Online: [ pcmk-1 penk-2 ]

Full list of resources:
Clusterl P (ocf:: heartbeat: | Paddr2): Started pcnk-1
WebSite (ocf:: heartbeat:apache): Started pcnk-1

Daenon St at us:
corosync: active/disabl ed
pacemaker: active/di sabl ed
pcsd: active/enabl ed

To remove the constraint with the score of 50, we would first get the constraint’s D using pcs constr aint
--full, then remove it with pcs constraint remove and the ID. We won't show those steps here, but feel
freeto try it on your own, with the help of the pcs man page if necessary.
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Even if you're serving up static websites, having to manually synchronize the contents of that website to
all the machinesin the cluster is not ideal. For dynamic websites, such as awiki, it's not even an option.
Not everyone care afford network-attached storage, but somehow the data needs to be kept in sync.

Enter DRBD, which can be thought of as network-based RAID-1. 1

Install the DRBD Packages

DRBD itself isincluded in the upstream kernel 2 but we do need some utilities to use it effectively.

CentOS does not ship these utilities, so we need to enable a third-party repository to get them. Supported
packages for many OSes are available from DRBD’s maker LINBIT [http://www.linbit.com/], but here
we'll use the free ELRepo [http://elrepo.org/] repository.

On both nodes, import the EL Repo package signing key, and enabl e the repository:

# rpm--inport https://ww. elrepo. org/ RPM GPG KEY- el repo. org
# rpm-UWh http://ww. el repo.org/elrepo-rel ease-7.0-3. el 7. el repo. noarch. rpm
Retrieving http://ww. el repo.org/elrepo-rel ease-7.0-3. el 7. el repo. noarch. rpm
Preparing. .. HERHHHHH T T TR [ 1009
Updating / installing...

1l:elrepo-rel ease-7.0-3. el 7. el repo #####HAHHAHFHHAHHAH T HAHHHHA#HAHE [ 1009

Now, we can install the DRBD kernel module and utilities:
# yuminstall -y knod-drbd84 drbd84-utils

DRBD will not be ableto run under the default SEL inux security policies. If you arefamiliar with SELinux,
you can modify the policies in a more fine-grained manner, but here we will simply exempt DRBD
processes from SELinux control:

# semanage permni ssive -a drbd_t

We will configure DRBD to use port 7789, so allow that port from each host to the other:

1 see http://www.drbd.org/ for details.
2 Since version 2.6.33
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[root @cnk-1 ~]# firewall-cnd --permanent --add-rich-rule="rule famly="ipv4" \
source address="192.168.122. 102" port port="7789" protocol ="tcp" accept

success

[root @cnk-1 ~]# firewall-cnmd --rel oad

success

[root @cnk-2 ~]# firewall-cnd --permanent --add-rich-rule="rule famly="ipv4" \
source address="192.168.122. 101" port port="7789" protocol ="tcp" accept

success

[root @cnk-2 ~]# firewall-cnd --rel oad

success

Note

In this example, we have only two nodes, and all network traffic is on the same LAN. In
production, it is recommended to use a dedicated, isolated network for cluster-related traffic, so
the firewall configuration would likely be different; one approach would be to add the dedicated
network interfaces to the trusted zone.

Allocate a Disk Volume for DRBD

DRBD will need itsown block device on each node. Thiscan beaphysical disk partition or logical volume,
of whatever size you need for your data. For this document, we will use a512MiB logical volume, which
is more than sufficient for asingle HTML file and (later) GFS2 metadata.

[root @cnk-1 ~]# vgdisplay | grep -e Nane -e Free
VG Nane centos_pcnk-1
Free PE/ Size 255 / 1020.00 M B
[root @cnk-1 ~]# |lvcreate --nanme drbd-deno --size 512M centos_pcnk-1
Logi cal vol une "drbd-dem" created.
[root @cnk-1 ~]# |vs

LV VG Attr LSi ze Pool Origin Data% Meta% Myve Log Cp
dr bd-deno centos_pcnk-1 -wi-a----- 512. 00m
r oot centos_pcnk-1 -w -ao---- 3. 00g
swap centos_pcnk-1 -w -ao---- 1. 00g

Repeat for the second node, making sure to use the same size:

[root @cnk-1 ~]# ssh pcnk-2 -- |vcreate --nane drbd-denp --size 512M cent os_pcnk- 2
Logi cal vol une "drbd-dem" created.

Configure DRBD

There is no series of commands for building a DRBD configuration, so simply run this on both nodes to
use this sample configuration:

# cat <<END >/etc/drbd. d/ wwdat a. res
resource wwdat a {
prot ocol C;
nmet a-di sk internal;
devi ce /dev/drbdil;
syncer {
verify-al g shal;
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}

net {

al | ow-two-primaries;
}

on pcrk-1 {

di sk / dev/ cent os_pcnk- 1/ dr bd- deno;
address 192.168.122.101: 7789;

}

on pcnk-2 {
di sk / dev/ cent os_pcnk- 2/ dr bd- deno;
address 192.168.122.102: 7789;

}

}
END

I mportant

Edit the file to use the hostnames, |P addresses and logical volume paths of your nodes if they
differ from the ones used in this guide.

Note

Detailed information on the directives used in this configuration (and other aternatives)
is available in the DRBD User's Guide [https://docs.linbit.com/docs/users-guide-8.4/#ch-
configure]. The allow-two-primaries option would not normally be used in an active/passive
cluster. We are adding it here for the convenience of changing to an active/active cluster later.

Initialize DRBD

With the configuration in place, we can now get DRBD running.

These commands create the local metadata for the DRBD resource, ensure the DRBD kernel module is
loaded, and bring up the DRBD resource. Run them on one node:

[root @cnk-1 ~]# drbdadm create-nmd wwdat a
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--== Thank you for participating in the gl obal usage survey ==--
The server's response is:

you are the 2147th user to install this version
initializing activity |og

initializing bitmap (16 KB) to all zero

Witing neta data..

New drbd nmeta data bl ock successfully created.
success

[ root @cnk-1 ~]# nodprobe drbd

[root @cnk-1 ~]# drbdadm up wwdat a

--== Thank you for participating in the gl obal usage survey ==--
The server's response is:

We can confirm DRBD’ s status on this node:

[root @cnk-1 ~]# cat /proc/drbd
version: 8.4.11-1 (api: 1/ proto: 86-101)
G T-hash: 66145a308421e9c124ec391a7848ac20203bb03c build by nmockbuil d@ 2018- 04-26

1: cs: WFConnection ro: Secondary/ Unknown ds: | nconsi stent/DuUnknown C r----s
ns:0 nr:0 dw.0 dr:0 al:8 bmO lo:0 pe:0 ua:0 ap:0 ep:1 wo:f o00s: 524236

Because we have not yet initialized the data, this node’ s datais marked as I nconsistent. Because we have
not yet initialized the second node, the local state is WFConnection (waiting for connection), and the
partner node' s status is marked as Unknown.

Now, repeat the above commands on the second node, starting with creating wwwdata.res. After giving
it time to connect, when we check the status, it shows:

[ root @cnk-2 ~]# cat /proc/drbd
version: 8.4.11-1 (api: 1/ proto: 86-101)
G T-hash: 66145a308421e9c124ec391a7848ac20203bb03c build by nmockbuil d@ 2018- 04-26

1: cs: Connected ro: Secondary/ Secondary ds: | nconsistent/Ilnconsistent Cr-----
ns:0 nr:0 dw.0 dr:0 al:8 bmO lo:0 pe:0 ua:0 ap:0 ep:1 wo:f o00s: 524236
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You can see the state has changed to Connected, meaning the two DRBD nodes are communicating
properly, and both nodes are in Secondary role with I nconsistent data.

To make the data consistent, we need to tell DRBD which node should be considered to have the correct
data. In this case, since we are creating a new resource, both have garbage, so we'll just pick pcmk-1 and
run this command on it:

[root @cnk-1 ~]# drbdadm primary --force wwdat a

Note

If you are using a different version of DRBD, the required syntax may be different. See the
documentation for your version for how to perform these commands.

If we check the status immediately, we'll see something like this:

[root @cnk-1 ~]# cat /proc/drbd
version: 8.4.11-1 (api: 1/ proto: 86-101)
G T-hash: 66145a308421e9c124ec391a7848ac20203bb03c build by nmockbuil d@ 2018- 04-26

1: cs:SyncSource ro: Primary/ Secondary ds: UpToDate/lnconsistent Cr-----
ns: 43184 nr:0 dw. 0 dr:45312 al:8 bmO lo0:0 pe:0 ua:0 ap:0 ep:1 wo:f o00s: 481052
[> ] sync'ed: 8.6% (481052/524236)K
finish: 0:01:51 speed: 4,316 (4, 316) K/sec

We can see that this node has the Primary role, the partner node has the Secondary role, this node’ s data
isnow considered UpT oDate, the partner node’ s datais still 1 nconsistent, and a progress bar shows how
far along the partner node isin synchronizing the data.

After awhile, the sync should finish, and you’ Il see something like:

[root @cnk-1 ~]# cat /proc/drbd

version: 8.4.11-1 (api: 1/ proto: 86-101)
G T-hash: 66145a308421e9c124ec391a7848ac20203bb03c build by nmockbuil d@ 2018- 04-26

1: cs:Connected ro: Primary/ Secondary ds: UpToDat e/ UpToDate C r-----
ns: 524236 nr:0 dw. O dr: 526364 al:8 bmO 10:0 pe:0 ua:0 ap:0 ep:1 wo:f o00s:0

Both sets of data are now UpToDate, and we can proceed to creating and populating a filesystem for our
WebSite resource’ s documents.

Populate the DRBD Disk

On the node with the primary role (pcmk-1 in this example), create a filesystem on the DRBD device:

[root @cnk-1 ~]# nkfs.xfs /dev/drbdl

nmet a- dat a=/ dev/ dr bd1l i size=512 agcount =4, agsi ze=32765 bl ks
= sectsz=512 attr=2, projid32bit=1
= crc=1 finobt=0, sparse=0

dat a = bsi ze=4096 bl ocks=131059, i maxpct =25
= sunit=0 swi dt h=0 bl ks

nam ng =version 2 bsi ze=4096 ascii-ci=0 ftype=1

| og =internal |og bsi ze=4096 bl ocks=855, version=2

sectsz=512 suni t=0 bl ks, |azy-count=1
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real ti e =none ext sz=4096 bl ocks=0, rtextents=0

Note

In thisexample, we create an xfsfilesystem with no special options. In aproduction environment,
you should choose a filesystem type and options that are suitable for your application.

Mount the newly created filesystem, populate it with our web document, give it the same SELinux policy
as the web document root, then unmount it (the cluster will handle mounting and unmounting it later):

[root @cnk-1 ~]# nount /dev/drbdl /mt
[root @cnk-1 ~]# cat <<-END >/mmt/i ndex. htm
<htnm >
<body>My Test Site - DRBD</body>
</htm >
END
[root @cnk-1 ~]# chcon -R --reference=/var/ww htm /mmt
[root @cnk-1 ~]# urmount /dev/drbdl

Configure the Cluster for the DRBD device

One handy feature pcs hasisthe ability to queue up several changesinto afile and commit those changes
all at once. To do this, start by populating the file with the current raw XML config from the CIB.

[root @cnk-1 ~]# pcs cluster cib drbd cfg

Using pcs's - f option, make changes to the configuration saved in the dr bd_cf g file. These changes
will not be seen by the cluster until thedr bd_cf g fileis pushed into the live cluster’s CIB later.

Here, we create a cluster resource for the DRBD device, and an additional clone resource to allow the
resource to run on both nodes at the same time.

[root @cnk-1 ~]# pcs -f drbd_cfg resource create WebData ocf:linbit:drbd \
dr bd_r esour ce=wwdat a op nonitor interval =60s
[root @cnk-1 ~]# pcs -f drbd_cfg resource master WbDat aCl one WebData \
mast er - max=1 mast er - node- max=1 cl one- max=2 cl one- node- max=1 \
notify=true
[root @cnk-1 ~]# pcs -f drbd_cfg resource show
ClusterlP (ocf::heartbeat:| Paddr?2): Started pcrk-1
WebSite (ocf::heartbeat:apache): Started pcrk-1
Mast er/ Sl ave Set: WebDat aCl one [ WebDat a]
St opped: [ pcnk-1 pcnk-2 ]

Note

In Fedora29 and CentOS 8.0, master resources have been renamed to promotabl e cloneresources
and the pcs command has been changed accordingly:

[root @cnk-1 ~]# pcs -f drbd_cfg resource pronotabl e WebData \
pronot ed- max=1 pronot ed- node- max=1 cl one- max=2 cl one-node- max=1 \
notify=true

The new command does not allow to set a custom name for the resulting promotable resource.
Pcs automatically creates a name for the resource in the form of r esour ce__nane-clone, that
isWebData-clonein this case.
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To avoid confusion whether the pcs resource show command displays resources
status or configuration, the command has been deprecated in Fedora 29 and CentOS 8.0. Two
new commands have been introduced for displaying resources' status and configuration: pcs
resource status andpcs resource confi g, respectively.

After you are satisfied with all the changes, you can commit them all at once by pushing the drbd_cfg
fileinto thelive CIB.

[root @cnk-1 ~]# pcs cluster cib-push drbd cfg --config
Cl B updat ed

Let’s see what the cluster did with the new configuration:

[root @cnk-1 ~]# pcs status

Cl uster name: nycluster

St ack: corosync

Current DC. pcnk-2 (version 1.1.18-11.el 7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Mon Sep 10 17:58: 07 2018

Last change: Mon Sep 10 17:57:53 2018 by root via cibadm n on pcnk-1

2 nodes confi gured
4 resources configured

Online: [ pcnk-1 penk-2 ]

Full 1ist of resources:
ClusterlP (ocf:: heartbeat:| Paddr2): Started pcrk-1
WebSite (ocf:: heartbeat:apache): Started pcrk-1

Mast er/ Sl ave Set: WebDat aCl one [ WebDat a]
Masters: [ pcnk-1 ]
Sl aves: [ pcnk-2 ]

Daenmon St at us:
corosync: active/disabl ed
pacemaker: active/di sabl ed
pcsd: active/enabl ed

We can see that WebDataClone (our DRBD device) is running as master (DRBD's primary role) on
pcmk-1 and slave (DRBD’s secondary role) on pcmk-2.

I mportant

The resource agent should load the DRBD module when needed if it’s not already loaded. If that
does not happen, configure your operating system to load the module at boot time. For CentOS
7.5, you would run this on both nodes:

# echo drbd >/etc/ nodul es-1 oad. d/ dr bd. conf

Configure the Cluster for the Filesystem

Now that we have aworking DRBD device, we need to mount its filesystem.

In addition to defining the filesystem, we also need to tell the cluster where it can be located (only on the
DRBD Primary) and when it is allowed to start (after the Primary was promoted).
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We are going to take a shortcut when creating the resource this time. Instead of explicitly saying we want
the ocf:heartbeat: Filesystem script, we are only going to ask for Filesystem. We can do this because we
know there is only one resource script named Filesystem available to pacemaker, and that pcs is smart
enough to fill in the ocf:heartbeat: portion for us correctly in the configuration. If there were multiple
Filesystem scripts from different OCF providers, we would need to specify the exact one we wanted.

Once again, we will queue our changes to afile and then push the new configuration to the cluster as the
final step.

[root @cnk-1 ~]# pcs cluster cib fs _cfg
[root @cnk-1 ~]# pcs -f fs_cfg resource create WebFS Fil esystem\
devi ce="/dev/drbdl" directory="/var/ww htm " fstype="xfs"
Assunmed agent nane 'ocf: heartbeat: Filesystem (deduced from'Filesystem)
[root @cnk-1 ~]# pcs -f fs _cfg constraint colocation add \
WebFS with WebDat aCl one I NFINITY with-rsc-rol e=Master
[root @cnk-1 ~]# pcs -f fs_cfg constraint order \
pronot e WebDat aCl one then start WebFS
Addi ng WebDat aCl one WbFS (ki nd: Mandatory) (Options: first-action=pronote then-ac

We aso need to tell the cluster that Apache needs to run on the same machine as the filesystem and that
it must be active before Apache can start.

[root @cnk-1 ~]# pcs -f fs_cfg constraint colocation add WbSite with WebFS | NFI NI
[root @cnk-1 ~]# pcs -f fs_cfg constraint order WDbFS then WebSite
Addi ng WbFS WebSite (kind: Mandatory) (Options: first-action=start then-action=st

Review the updated configuration.

[root @cnk-1 ~]# pcs -f fs_cfg constraint
Locati on Constraints:
Resource: WbSite
Enabl ed on: pcnk-1 (score: 50)
Ordering Constraints:
start ClusterlP then start WebSite (kind: Mandat ory)
pronote WebDat aCl one then start WebFS (ki nd: Mandat ory)
start WebFS then start WebSite (kind: Mandat ory)
Col ocation Constraints:
WebSite with Custerl P (score: | NFINTY)
WebFS wi th WebDat aCl one (score: INFINITY) (w th-rsc-rol e: Master)
WebSite with WebFS (score: | NFINITY)
Ti cket Constraints:
[root @cnk-1 ~]# pcs -f fs_cfg resource show
ClusterlP (ocf:: heartbeat: | Paddr?2): Started pcnk-1
WebSite (ocf:: heartbeat:apache): Started pcnk-1
Mast er/ Sl ave Set: WbDat ad one [ WebDat a]
Masters: [ pcnk-1 ]
Slaves: [ pcnk-2 ]
WebFS (ocf::heartbeat: Fil esysten): St opped

After reviewing the new configuration, upload it and watch the cluster put it into effect.

[root @cnk-1 ~]# pcs cluster cib-push fs_cfg --config
Cl B updat ed

[root @cnk-1 ~]# pcs status

Cl uster name: nycluster
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St ack: corosync

Current DC. pcnk-2 (version 1.1.18-11.el 7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Mon Sep 10 18: 02: 24 2018

Last change: Mon Sep 10 18:02:14 2018 by root via cibadm n on pcnk-1

2 nodes confi gured
5 resources configured

Online: [ pcnk-1 penk-2 ]

Full 1ist of resources:
ClusterlP (ocf:: heartbeat:| Paddr2): Started pcrk-1
WebSite (ocf:: heartbeat:apache): Started pcrk-1

Mast er/ Sl ave Set: WebDat aCl one [ WebDat a]
Masters: [ pcnk-1 ]
Sl aves: [ pcnk-2 ]
WebFS (ocf::heartbeat: Fil esysten): Started pcrk-1

Daenmon St at us:
corosync: active/disabl ed
pacemaker: active/di sabl ed
pcsd: active/enabl ed

Test Cluster Failover

Previously, weusedpcs cl uster stop pcnk- 1 tostopall cluster services on pcmk-1, failing over
the cluster resources, but there is another way to safely simulate node failure.

We can put the node into standby mode. Nodes in this state continue to run corosync and pacemaker but
are not allowed to run resources. Any resources found active there will be moved elsewhere. This feature
can be particularly useful when performing system administration tasks such as updating packages used
by cluster resources.

Put the active nodeinto standby mode, and observe the cluster moveall the resourcesto the other node. The
node’s status will change to indicate that it can no longer host resources, and eventualy all the resources
will move.

[root @cnk-1 ~]# pcs cluster standby pcnk-1

[root @cnk-1 ~]# pcs status

Cl uster name: nycluster

St ack: corosync

Current DC. pcnk-2 (version 1.1.18-11.el 7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Mon Sep 10 18: 04:22 2018

Last change: Mon Sep 10 18:03:43 2018 by root via cibadm n on pcnk-1

2 nodes confi gured
5 resources configured

Node pcnk-1: standby
Online: [ pcnk-2 ]

Full list of resources:
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ClusterlP (ocf::heartbeat:| Paddr2): Started pcrk-2
WebSite (ocf:: heartbeat:apache): Started pcrk-2
Mast er/ Sl ave Set: WbDat aCl one [ WebDat a]

Masters: [ pcnk-2 ]

Stopped: [ pcrk-1 ]
WebFS (ocf::heartbeat: Fil esysten): Started pcrk-2

Daenmon St at us:
corosync: active/disabl ed
pacemaker: active/di sabl ed
pcsd: active/enabl ed

Once we' ve done everything we needed to on pcmk-1 (in this case nothing, we just wanted to see the
resources move), we can alow the node to be afull cluster member again.

[root @cnk-1 ~]# pcs cluster unstandby pcnk-1

[root @cnk-1 ~]# pcs status

Cl uster name: nycluster

Stack: corosync

Current DC. pcnk-2 (version 1.1.18-11.el7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Mon Sep 10 18: 05:22 2018

Last change: Mon Sep 10 18: 05:21 2018 by root via cibadnmin on pcnk-1

2 nodes confi gured
5 resources configured

Online: [ pcmk-1 penk-2 ]

Full list of resources:
Clusterl P (ocf:: heartbeat: | Paddr2): Started pcnk-2
WebSite (ocf:: heartbeat:apache): Started pcnk-2

Mast er/ Sl ave Set: WbDat aC one [ WebDat a]
Masters: [ pcnk-2 ]
Slaves: [ pcnk-1 ]
WebFS (ocf::heartbeat: Fil esysten): Started pcnk-2

Daenon St at us:
corosync: active/disabl ed
pacemaker: active/di sabl ed
pcsd: active/enabl ed

Notice that pcmk-1 is back to the Online state, and that the cluster resources stay where they are due to
our resource stickiness settings configured earlier.

Note

Since Fedora 29 and CentOS 8.0, the commands for controlling standby mode are pcs node
st andby and pcs node unst andby.
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The primary requirement for an Active/Active cluster isthat the datarequired for your servicesisavailable,
simultaneously, on both machines. Pacemaker makes no requirement on how this is achieved; you could
use a SAN if you had one available, but since DRBD supports multiple Primaries, we can continue to
useit here.

Install Cluster Filesystem Software

The only hitch isthat we need to use a cluster-aware filesystem. The one we used earlier with DRBD, xfs,
is not one of those. Both OCFS2 and GFS2 are supported; here, we will use GFS2.

On both nodes, install the GFS2 command-line utilitiesand the Distributed L ock Manager (DL M) required
by cluster filesystems:

# yuminstall -y gfs2-utils dlm

Configure the Cluster for the DLM

The DLM control daemon needs to run on both nodes, so we'll start by creating a resource for it (using
the ocf: pacemaker : controld resource script), and cloneit:

[root @cnk-1 ~]# pcs cluster cib dimcfg
[root @cnk-1 ~]# pcs -f dimcfg resource create dlm\
ocf: pacemaker: controld op nmonitor interval =60s
[root @cnk-1 ~]# pcs -f dlmcfg resource clone dl mclone-nmax=2 cl one-node- max=1
[root @cnk-1 ~]# pcs -f dlmcfg resource show
ClusterlP (ocf::heartbeat:| Paddr?2): Started pcrk-1
WebSite (ocf::heartbeat:apache): Started pcrk-1
Mast er/ Sl ave Set: WebDat aCl one [ WebDat a]
Masters: [ pcnk-1 ]
Slaves: [ pcnk-2 ]
WebFS (ocf::heartbeat: Fil esystenj: Started pcrk-1
Clone Set: dimclone [dIm
St opped: [ pcnk-1 pcnk-2 ]

Activate our new configuration, and see how the cluster responds:

[root @cnk-1 ~]# pcs cluster cib-push dimcfg --config
Cl B updat ed
[root @cnk-1 ~]# pcs status
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Cl uster name: nycluster

St ack: corosync

Current DC. pcnk-1 (version 1.1.18-11.el7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Tue Sep 11 10:18: 30 2018

Last change: Tue Sep 11 10:16:49 2018 by hacluster via crnd on pcnk-2

2 nodes confi gured
8 resources configured

Online: [ pcnk-1 penk-2 ]

Full 1ist of resources:
i pm -fencing (stonith:fence_ipmlan): Started pcrk-1
ClusterlP (ocf:: heartbeat:| Paddr2): Started pcrk-1
WebSite (ocf:: heartbeat:apache): Started pcrk-1

Mast er/ Sl ave Set: WbDat aCl one [ WebDat a]

Masters: [ pcnk-1 ]

Sl aves: [ pcnk-2 ]
WebFS (ocf::heartbeat: Fil esysten): Started pcrk-1
Clone Set: dilmclone [dIm

Started: [ pcnk-1 pcnk-2 ]

Daenmon St at us:
corosync: active/disabl ed
pacemaker: active/di sabl ed
pcsd: active/enabl ed

Create and Populate GFS2 Filesystem

Before we do anything to the existing partition, we need to make sure it is unmounted. We do this by
telling the cluster to stop the WebFS resource. Thiswill ensure that other resources (in our case, Apache)
using WebFS are not only stopped, but stopped in the correct order.

[root @cnk-1 ~]# pcs resource disable WbFS
[root @cnk-1 ~]# pcs resource
ClusterlP (ocf::heartbeat:| Paddr?2): Started pcrk-1
WebSite (ocf::heartbeat:apache): St opped
Mast er/ Sl ave Set: WebDat aCl one [ WebDat a]
Masters: [ pcnk-1 ]
Slaves: [ pcnk-2 ]
WebFS (ocf::heartbeat: Fil esystenj: St opped (di sabl ed)
Clone Set: dimclone [dIm
Started: [ pcnk-1 pcnk-2 ]

Y ou can see that both Apache and WebFS have been stopped, and that pcmk-1 is the current master for
the DRBD device.

Now we can create a new GFS2 filesystem on the DRBD device.
Warning

Thiswill erase all previous content stored on the DRBD device. Ensure you have a copy of any
important data.
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I mportant

Run the next command on whichever node has the DRBD Primary role. Otherwise, you will
receive the message:

/dev/drbdl: Read-only file system

[root @cnk-1 ~]# nkfs.gfs2 -p lock_ dim-j 2 -t nycluster:web /dev/drbdl
It appears to contain an existing filesystem (xfs)

This will destroy any data on /dev/drbdl

Are you sure you want to proceed? [y/n] y

Di scardi ng device contents (nay take a while on |arge devices): Done
Addi ng journal s: Done

Bui | di ng resource groups: Done

Creating quota file: Done

Witing superbl ock and syncing: Done

Devi ce: / dev/ dr bdl

Bl ock si ze: 4096

Devi ce si ze: 0.50 GB (131059 bl ocks)

Fi |l esystem si ze: 0.50 GB (131056 bl ocks)

Jour nal s: 2

Resour ce groups: 3

Locki ng protocol : "l ock_dl nt

Lock tabl e: "nmycl ust er: web"

uul D Obcbf f ab- cada- 4105- 94d1- be8a26669ee0

Thenkf s. gf s2 command required a number of additional parameters:
e -p | ock_dl mspecifiesthat we want to use the kernel’s DLM.

* -j 2 indicates that the filesystem should reserve enough space for two journals (one for each node
that will access the filesystem).

o -t mycl ust er: web specifies the lock table name. The format for this field is
cl ust er nane: f snane. For cl ust er nanme, we need to use the same val ue we specified originally
with pcs cluster setup --nane (which is aso the value of cluster_name in / et c/
cor osync/ corosync. conf). If you are unsure what your cluster nameis, you canlook in/ et c/
corosync/ corosync. conf or execute thecommand pcs cl uster corosync pcnk-1 |
grep cluster_nane.

Now we can (re-)populate the new filesystem with data (web pages). We'll create yet another variation
on our home page.

[root @cnk-1 ~]# mount /dev/drbdl /mt

[root @cnk-1 ~]# cat <<-END >/ mt/i ndex. htn

<htm >

<body>My Test Site - GFS2</body>

</htm >

END

[root @cnk-1 ~]# chcon -R --reference=/var/ww html /mt
[root @cnk-1 ~]# unount /dev/drbdl

[root @cnk-1 ~]# drbdadm verify wwwdat a

Reconfigure the Cluster for GFS2

With the WebFS resource stopped, let’s update the configuration.
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[root @cnk-1 ~]# pcs resource show WebFS
Resource: WebFS (cl ass=ocf provi der=heartbeat type=Fil esysten)
Attributes: device=/dev/drbdl directory=/var/ww htm fstype=xfs
Meta Attrs: target-rol e=Stopped
Operations: nonitor interval =20 ti meout =40 (WebFS-nonitor-interval -20)
notify interval =0s ti nmeout=60 (WebFS-notify-interval-0s)
start interval =0s ti meout =60 (WebFS-start-interval-0s)
stop interval =0s tineout =60 (VWbFS-stop-interval-0s)

The fstype option needs to be updated to gfs2 instead of xfs.

[root @cnk-1 ~]# pcs resource update WebFS fstype=gfs2
[root @cnk-1 ~]# pcs resource show WbFS
Resource: WebFS (cl ass=ocf provi der=heartbeat type=Fil esysten)
Attributes: device=/dev/drbdl directory=/var/ww htm fstype=gfs2
Meta Attrs: target-rol e=Stopped
Operations: monitor interval =20 tineout=40 (WebFS-nonitor-interval-20)
notify interval =0s ti neout=60 (WebFS-notify-interval-0s)
start interval =0s ti meout =60 (WebFS-start-interval-0s)
stop interval =0s tineout =60 (VWbFS-stop-interval-0s)

GFS2 requires that DLM be running, so we also need to set up new colocation and ordering constraints
for it:

[root @cnk-1 ~]# pcs constraint col ocation add WebFS with dl mclone I NFINTY
[root @cnk-1 ~]# pcs constraint order dl mclone then WbFS
Addi ng dl mcl one WebFS (ki nd: Mandatory) (Options: first-action=start then-action=

Clone the Filesystem Resource

Now that we have a cluster filesystem ready to go, we can configure the cluster so both nodes mount the
filesystem.

Clone the filesystem resource in a new configuration. Notice how pcs automatically updates the relevant
constraints again.

[root @cnk-1 ~]# pcs cluster cib active cfg
[root @cnk-1 ~]# pcs -f active cfg resource clone WbFS
[root @cnk-1 ~]# pcs -f active cfg constraint
Locati on Constraints:
Ordering Constraints:
start ClusterlP then start WbSite (ki nd: Mandat ory)
pronot e WebDat aCl one then start WebFS-cl one (ki nd: Mandat ory)
start WebFS-clone then start WbSite (ki nd: Mandat ory)
start dlmclone then start WbFS-cl one (ki nd: Mandat ory)
Col ocation Constraints:
WebSite with Custerl P (score: | NFINTY)
WebFS-cl one with WebDat aCl one (score: INFINITY) (wth-rsc-role: Master)
WebSite with WebFS-cl one (score: | NFINITY)
WebFS-cl one with dl mclone (score: | NFINTY)
Ti cket Constraints:

Tell the cluster that it is now alowed to promote both instances to be DRBD Primary (aka. master).

[root @cnk-1 ~]# pcs -f active_cfg resource update WbDat aCl one mast er - max=2
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Test

Finally, load our configuration to the cluster, and re-enable the WebFS resource (which we disabled
earlier).

[root @cnk-1 ~]# pcs cluster cib-push active cfg --config
Cl B updat ed
[root @cnk-1 ~]# pcs resource enabl e WbFS

After al the processes are started, the status should look similar to this.

[root @cnk-1 ~]# pcs resource
Mast er/ Sl ave Set: WebDat aCl one [ WebDat a]
Masters: [ pcnk-1 pcnk-2 ]
Clone Set: dilmclone [dIm
Started: [ pcnk-1 pcnk-2 ]
ClusterlP (ocf:: heartbeat:| Paddr2): Started pcrk-1
Cl one Set: WbFS-cl one [VebFS]
Started: [ pcnk-1 pcnk-2 ]
WebSite (ocf:: heartbeat:apache): Started pcrk-1

Failover

Testing failover isleft as an exercise for the reader.

With this configuration, the datais now active/active. The website administrator could change HTML files
on either node, and the live website will show the changes even if it is running on the opposite node.

If theweb server isconfigured to listen on all 1P addresses, it is possible to remove the constraints between
the WebSite and ClusterlP resources, and clone the WebSite resource. The web server would always be
ready to serve web pages, and only the | P address would need to be moved in afailover.
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Final Cluster Configuration

[root @cnk-1 ~]# pcs resource
Master/ Sl ave Set: WbDat aCl one [ WebDat a]
Masters: [ pcmk-1 pcnk-2 ]
Clone Set: dlmclone [dln]
Started: [ pcnk-1 pcrk-2 ]
Clusterl P (ocf:: heartbeat: | Paddr2): Started pcnk-1
Clone Set: WebFS-cl one [ VWbFS]
Started: [ pcnk-1 pcrk-2 ]
WebSite (ocf::heartbeat:apache): Started pcnk-1

[root @cnk-1 ~]# pcs resource op defaults
ti meout: 240s

[root @cnk-1 ~]# pcs stonith
i mpi - f enci ng (stonith:fence_ ipmlan): Started pcnk-1

[root @cnk-1 ~]# pcs constraint
Locati on Constraints:
Ordering Constraints:
start ClusterlP then start WebSite (kind: Mandat ory)
pronote WebDat aCl one then start WebFS-cl one (ki nd: Mandat ory)
start WebFS-clone then start WebSite (kind: Mandat ory)
start dlmclone then start WebFS-clone (ki nd: Mandat ory)
Col ocation Constraints:
WebSite with Clusterl P (score: | NFINTY)
WebFS-cl one with WebDat aCl one (score:INFINITY) (with-rsc-role: Master)
WebSite with WebFS-cl one (score: | NFI NI TY)
WebFS-cl one with dl mclone (score: | NFINTY)
Ti cket Constraints:

[root @cnk-1 ~]# pcs status
Cl uster name: nycluster
St ack: corosync
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Current DC. pcnk-1 (version 1.1.18-11.el7_5.3-2b07d5c5a9) - partition with quorum
Last updated: Tue Sep 11 10:41:53 2018
Last change: Tue Sep 11 10:40:16 2018 by root via cibadm n on pcnk-1

2 nodes confi gured
11 resources configured

Online: [ pcnk-1 penk-2 ]
Full list of resources:

i pm -fencing (stonith:fence_ipmlan): Started pcrk-1
Mast er/ Sl ave Set: WebDat aCl one [ WebDat a]

Masters: [ pcnk-1 pcnk-2 ]
Clone Set: dlmclone [dln

Started: [ pcnk-1 pcnk-2 ]
ClusterlP (ocf:: heartbeat:| Paddr2): Started pcrk-1
Cl one Set: WebFS-cl one [WebFS]

Started: [ pcnk-1 pcnk-2 ]
WebSite (ocf::heartbeat:apache): Started pcrk-1

Daenmon St at us:
corosync: active/disabl ed
pacemaker: active/di sabl ed
pcsd: active/enabl ed

[root @cnk-1 ~]# pcs cluster cib --config
<confi guration>

<crm confi g>
<cluster_property_set id="cib-bootstrap-options">

<nvpair id="cib-bootstrap-options-have-watchdog” nane="have-wat chdog" val ue=
<nvpair id="cib-bootstrap-options-dc-version"” nane="dc-version" value="1.1.1
<nvpair id="cib-bootstrap-options-cluster-infrastructure” name="cluster-infr
<nvpair id="cib-bootstrap-options-cluster-name" name="cl uster-nane" val ue="n
<nvpair id="cib-bootstrap-options-stonith-enabl ed" name="stonith-enabl ed" va
<nvpair id="cib-bootstrap-options-last-lrmrefresh" name="last-lrmrefresh”

</cluster_property_set>
</crmconfig>
<nodes>
<node id="1" uname="pcnk-1"/>
<node id="2" unanme="pcnk-2"/>
</ nodes>
<resources>
<primtive class="stonith" id="inpi-fencing" type="fence_ipmlan">
<instance_attributes id="inpi-fencing-instance_attributes">
<nvpair id="inpi-fencing-instance_attributes-pcnk_host _|ist" name="pcnk_ho
<nvpair id="inpi-fencing-instance_attributes-ipaddr” name="ipaddr" val ue="
<nvpair id="inpi-fencing-instance_attributes-login" name="|ogin" val ue="te
<nvpair id="inpi-fencing-instance_attributes-passwd” name="passwd" val ue="
</instance_attributes>
<oper ati ons>
<op id="inpi-fencing-interval -60s" interval ="60s" name="nonitor"/>
</ oper ati ons>
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</primtive>
<mast er id="WebDataCl one">
<primtive class="ocf" id="WbData" provider="linbit" type="drbd">
<instance_attributes id="WbData-instance_attri butes">
<nvpair id="WebData-instance_attributes-drbd_resource" nanme="drbd_resour
</instance_attributes>
<oper at i ons>
<op id="WebDat a- denpt e-i nterval -0s" interval ="0s" name="denote" ti meout=
<op id="WebDat a-nonitor-interval -60s" interval ="60s" name="nonitor"/>
<op id="WebData-notify-interval -0s" interval ="0s" name="notify" timeout=
<op id="WebDat a- pronote-interval -0s" interval ="0s" name="pronote" timnmeou
<op id="WebDat a-rel oad-interval -0s" interval ="0s" name="rel oad" ti meout=
<op id="WebData-start-interval-0s" interval ="0s" nane="start" tineout="2
<op id="WebDat a-stop-interval -0s" interval ="0s" nanme="stop" tineout="100
</ oper ati ons>
</primtive>
<neta_attributes id="WbDataC one-neta_attri butes">
<nvpair id="WebDataC one-neta_attributes-nmaster-node-max" name="nast er-nod
<nvpair id="WebDataC one-neta_attributes-cl one-max" nanme="cl one- nax" val ue
<nvpair id="WebDataC one-neta_attributes-notify" nane="notify" val ue="true
<nvpair id="WebDataC one-neta_attributes-nmaster-mx" nanme="naster-max" val
<nvpair id="WebDat aC one-neta_attributes-cl one-node-max" nane="cl one- node-
</meta_attributes>
</ mast er >
<cl one id="dl mcl one">
<primtive class="ocf" id="dl m' provider="pacenmaker" type="controld">
<oper ati ons>
<op id="dl mnonitor-interval -60s" interval ="60s" nane="nonitor"/>
<op id="dlmstart-interval -0s" interval ="0s" name="start" timeout="90"/>
<op id="dl mstop-interval -0s" interval ="0s" nane="stop" timeout="100"/>
</ oper ati ons>
</primtive>
<neta_attributes id="dl mclone-nmeta_attributes">
<nvpair id="dl mclone-neta_attributes-clone-max" nane="cl one- nax" val ue="2
<nvpair id="dl mclone-neta_attributes-cl one-node-nmax" nane="cl one- node- max
</meta_attributes>
</ cl one>
<primtive class="ocf" id="ClusterlP" provider="heartbeat" type="I|Paddr2">
<instance_attributes id="ClusterlP-instance_attributes">
<nvpair id="ClusterlP-instance_attributes-cidr_netmask" name="cidr_net mask
<nvpair id="ClusterlP-instance_attributes-ip" nane="ip" val ue="192. 168. 122
<nvpair id="ClusterlP-instance_attributes-clusterip_hash" name="clusterip_
</instance_attributes>
<oper ati ons>
<op id="ClusterlP-monitor-interval -30s" interval ="30s" name="nonitor"/>
<op id="ClusterlP-start-interval -0s" interval ="0s" nane="start" tineout="2
<op id="ClusterlP-stop-interval -0s" interval ="0s" name="stop"” tineout="20s
</ oper ati ons>
<neta_attributes id="ClusterlP-nmeta_attributes">
<nvpair id="ClusterlP-neta_attributes-resource-sticki ness" nane="resource-
</meta_attributes>
</primtive>
<cl one i d="WebFS-cl one">
<primtive class="ocf" id="WebFS" provider="heartbeat" type="Fil esysteni>
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<instance_attributes id="WbFS-instance_attri butes">
<nvpair id="WebFS-instance_attributes-device" nane="device" val ue="/dev/
<nvpair id="WebFS-instance_attributes-directory” nane="directory"” val ue=
<nvpair id="WebFS-instance_attributes-fstype" name="fstype" val ue="gfs2"
</instance_attributes>
<oper at i ons>
<op id="WebFS-nmonitor-interval -20" interval ="20" nane="nonitor" ti meout=
<op id="WebFS-notify-interval-0s" interval ="0s" nanme="notify" tineout="6
<op id="WebFS-start-interval-0s" interval ="0s" nane="start" tineout="60"
<op id="WebFS-stop-interval -0s" interval ="0s" name="stop" timeout="60"/>
</ oper ati ons>
</primtive>
</ cl one>
<primtive class="ocf" id="WebSite" provider="heartbeat" type="apache">
<instance_attributes id="WbSite-instance_attributes">
<nvpair id="WebSite-instance_attributes-configfile" name="configfile" valu
<nvpair id="WebSite-instance_attributes-statusurl™ nane="statusurl" val ue=
</instance_attributes>
<oper ati ons>
<op id="WebSite-nmonitor-interval -1mn" interval ="1mn" name="nonitor"/>
<op id="WebSite-start-interval-0s" interval ="0s" nane="start" tineout="40s
<op id="WebSite-stop-interval-0s" interval ="0s" nanme="stop" tineout="60s"/
</ oper ati ons>
</primtive>
</ resources>
<constraint s>
<rsc_col ocation id="col ocation-WbSite-Cl usterl P-INFIN TY" rsc="WbSite" score
<rsc_order first="ClusterlP" first-action="start" id="order-C usterl P-WbSite-
<rsc_col ocation id="col ocati on- WbFS- WbDat aCl one-| NFI NI TY" rsc="WhbFS-cl one"
<rsc_order first="WebDataC one" first-action="pronote" id="order-WbDataC one-
<rsc_col ocation id="col ocation-WbSite-WbFS-I NFI NI TY" rsc="WbSite" score="IN
<rsc_order first="WbFS-clone" first-action="start" id="order-WbFS-WbSite-nm
<rsc_col ocation id="col ocati on- WbFS-dl mcl one-I NFI NI TY" rsc="WbFS-cl one" sco
<rsc_order first="dlmclone" first-action="start" id="order-dl mclone-WbFS-na
</ constraints>
<rsc_defaul t s>
<nmeta_attributes id="rsc_defaults-options">
<nvpair id="rsc_defaul ts-options-resource-stickiness" nane="resource-stickin
</meta_attributes>
</rsc_defaul ts>
<op_def aul t s>
<nmeta_attributes id="op_defaults-options">
<nvpair id="op_defaults-options-timeout” nane="tinmeout" val ue="240s"/>
</meta_attributes>
</ op_defaul t s>
</ configuration>

Node List

[root @cnk-1 ~]# pcs status nodes
Pacemaker Nodes:

Online: pcnk-1 penk-2

St andby:
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Mai nt enance:
Ofline:
Pacenmaker Renpte Nodes:
Ol i ne:
St andby:
Mai nt enance:
Ofline:

Cluster Options

[root @cnk-1 ~]# pcs property
Cluster Properties:
cluster-infrastructure: corosync

cl uster-name: nycl uster

dc-version: 1.1.18-11.el7_5. 3-2b07d5c5a9
have- wat chdog: fal se

last-lrmrefresh: 1536679009
stoni t h-enabl ed: true

The output shows state information automatically obtained about the cluster, including:
 cluster-infrastructure - the cluster communications layer in use
« cluster-name - the cluster name chosen by the administrator when the cluster was created

 dc-version - the version (including upstream source-code hash) of Pacemaker used on the Designated
Controller, which is the node elected to determine what actions are needed when events occur

The output a so shows options set by the administrator that control the way the cluster operates, including:

» stonith-enabled=true - whether the cluster is allowed to use STONITH resources

Resources

Default Options

[root @cnk-1 ~]# pcs resource defaults
resource-stickiness: 100

This shows cluster option defaults that apply to every resource that does not explicitly set the option itself.
Above:

* resource-stickiness - Specify the aversion to moving healthy resources to other machines

Fencing

[root @cnk-1 ~]# pcs stonith show
i pm -fencing (stonith:fence_ipmlan): Started pcrk-1
[root @cnk-1 ~]# pcs stonith show i pm -fencing
Resource: ipm-fencing (class=stonith type=fence_ipm]lan)
Attributes: ipaddr="10.0.0.1" |ogin="testuser" passwd="acdl123" pcnk_host list="p
Operations: nonitor interval =60s (fence-nonitor-interval-60s)
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Service Address

Users of the services provided by the cluster require an unchanging address with which to accessiit.

[root @cnk-1 ~]# pcs resource show ClusterlP
Resource: Custerl P (class=ocf provider=heartbeat type=IPaddr?2)
Attributes: cidr_netnask=24 ip=192. 168.122. 120 cl usteri p_hash=sourceip
Meta Attrs: resource-stickiness=0
Operations: nonitor interval =30s (O usterl P-nonitor-interval -30s)
start interval =0s tinmeout=20s (O usterlP-start-interval -0s)
stop interval =0s tineout=20s (Cl usterl|P-stop-interval-0s)

DRBD - Shared Storage

Here, we define the DRBD service and specify which DRBD resource (from /etc/drbd.d/* .res) it should
manage. We make it a master clone resource and, in order to have an active/active setup, allow both
instances to be promoted to master at the same time. We also set the notify option so that the cluster will
tell DRBD agent when its peer changes state.

[root @cnk-1 ~]# pcs resource show WebDat aCl one
Mast er: WebDat ad one
Meta Attrs: master-node-nmax=1 cl one-nax=2 notify=true naster-max=2 cl one- node- na
Resource: WbData (cl ass=ocf provider=linbit type=drbd)
Attributes: drbd _resource=wwdat a
Operations: denpte interval =0s tineout=90 (WbDat a- denpt e-i nt erval - 0s)
noni tor interval =60s (WbDat a- moni tor-i nterval - 60s)
notify interval =0s ti meout=90 (\WebDat a-notify-interval-0s)
pronot e interval =0s ti meout =90 (WebDat a- pronot e-i nt erval - 0s)
rel oad interval =0s ti meout =30 (\WebDat a-r el oad-i nt erval - 0s)
start interval =0s ti nmeout =240 (WbData-start-interval -0s)
stop interval =0s tineout=100 (WebDat a- st op-i nterval -0s)
[root @cnk-1 ~]# pcs constraint ref WbDataC one
Resour ce: WebDat aCl one
col ocat i on- WebFS- WebDat aCl one- | NFI NI TY
or der - WebDat aCl one- WebFS- nandat ory

Cluster Filesystem

The cluster filesystem ensuresthat files are read and written correctly. We need to specify the block device
(provided by DRBD), where we want it mounted and that we are using GFS2. Again, it isaclone because
it is intended to be active on both nodes. The additional constraints ensure that it can only be started on
nodes with active DLM and DRBD instances.

[root @cnk-1 ~]# pcs resource show WbFS-cl one
Cl one: WebFS-cl one
Resource: WebFS (cl ass=ocf provider=heartbeat type=Fil esysten)
Attributes: device=/dev/drbdl directory=/var/ww htm fstype=gfs2
Operations: nonitor interval =20 ti meout =40 (WebFS-nonitor-interval -20)
notify interval =0s ti nmeout=60 (WebFS-notify-interval-0s)
start interval =0s ti meout =60 (WebFS-start-interval-0s)
stop interval =0s tineout =60 (VWbFS-stop-interval-0s)
[root @cnk-1 ~]# pcs constraint ref WbFS-cl one
Resour ce: WDbFS-cl one
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col ocati on- WebFS- WebDat aCl one- | NFI NI TY
col ocati on- WbSi t e- WebFS- I NFI NI TY

col ocati on- WbFS-dl mcl one-I NFINI TY

or der - WebDat aCl one- WebFS- nandat ory

or der - WebFS- WbSi t e- mandat ory

order - dl m cl one- WebFS- mandat ory

Apache

Lastly, we have the actua service, Apache. We need only tell the cluster where to find its main
configuration file and restrict it to running on a node that has the required filesystem mounted and the
| P address active.

[root @cnk-1 ~]# pcs resource show WbSite
Resource: WebSite (class=ocf provider=heartbeat type=apache)
Attributes: configfile=/etc/httpd/ conf/httpd.conf statusurl=http://1ocal host/serv
Operations: monitor interval =1min (WebSite-nonitor-interval-1m n)
start interval =0s timeout=40s (WebSite-start-interval-0s)
stop interval =0s tineout=60s (WebSite-stop-interval-0s)
[root @cnk-1 ~]# pcs constraint ref WbSite
Resource: WbSite
col ocation-WebSite-Cl usterl P-I NFIN TY
col ocati on- WebSi t e- WebFS- | NFI NI TY
order-C usterl| P-WebSi t e- mandat ory
or der - WebFS- WbSi t e- nandat ory
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Appendix B. Sample Corosync
Configuration

Samplecor osync. conf for two-node cluster created by pcs.

totem {
version: 2
cl uster_name: nycl uster
secaut h: of f
transport: udpu

}
nodel i st {
node {
ri ng0_addr: pcnk-1
nodei d: 1
}
node {
ri ng0_addr: pcnk-2
nodei d: 2
}
}
quor um {
provi der: corosync_votequorum
two_node: 1
}
| oggi ng {
to_logfile: yes
logfile: /var/log/cluster/corosync.!|og
to_syslog: yes
}
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Appendix C. Further Reading

» Project Website https.//www.clusterlabs.org/

» SUSE has a comprehensive guide to cluster commands (though using the cr nsh command-line shell
rather than pcs) at: https.//www.suse.com/documentation/sle_ha/book_dleha/data/book slehahtml

» Corosync http://www.corosync.org/

61


https://www.clusterlabs.org/
https://www.suse.com/documentation/sle_ha/book_sleha/data/book_sleha.html
http://www.corosync.org/

Appendix D. Revision History

Revision History

Revision 1-0 Mon May 17 2010 AndrewBeekhof<andr ew@eekhof . net >
Import from Pages.app

Revision 2-0 Wed Sep 22 2010 RaoulScarazzini<r asca@ri amamausal i hux. «
Italian tranglation

Revision 3-0 Wed Feb 9 2011 AndrewBeekhof<andr ew@eekhof . net >
Updated for Fedora 13

Revision 4-0 Wed Oct 5 2011 AndrewBeekhof<andr ew@eekhof . net >
Update the GFS2 section to use CMAN

Revision 5-0 Fri Feb 10 2012 AndrewBeekhof<andr ew@eekhof . net >
Generate docbook content from asciidoc sources

Revision 6-0 Tues July 3 2012 AndrewBeekhof<andr ew@eekhof . net >
Updated for Fedora 17

Revision 7-0 Fri Sept 14 2012 DavidVossel<davi dvossel @mai | . conp
Updated for pcs

Revision 8-0 Mon Jan 05 2015 KenGaillot<kgai | | ot @ edhat . con
Updated for Fedora 21

Revision 8-1 Thu Jan 08 2015 KenGaillot<kgai | | ot @ edhat . con
Minor corrections, plus useinclude file for intro

Revision 9-0 Fri Aug 14 2015 KenGaillot<kgai | | ot @ edhat . con
Update for CentOS 7.1 and leaving firewal |[d/SELinux enabled

Revision 10-0 Fri Jan 12 2018 KenGaillot<kgai | | ot @ edhat . con
Update banner for Pacemaker 2.0 and content for CentOS 7.4 with Pacemaker 1.1.16

Revision 10-1 Wed Sep 5 2018 KenGaillot<kgai | | ot @ edhat . conp
Update for CentOS 7.5 with Pacemaker 1.1.18

Revision 10-2 Fri Dec 7 2018 KenGaillot<kgai | | ot @ edhat . con,

JanPokorny<j pokor ny@ edhat . conw,
ChrisLumens<cl unens @ edhat . con»
Minor clarifications and formatting changes

Revision 11-0 Thu Jul 18 2019 TomasJelinek<t oj el i ne@ edhat . conp
Note differencesin pcs 0.10
Revision 11-1 Thu Nov 21 2019 KenGaillot<kgai | | ot @ edhat . conp

Remove references to obsolete cloned |P usage, and reorganize chapters a bit

62



Index

Symbols

[server-status, 32

A

Apache HTTP Server, 31
[server-status, 32
Apache resource configuration, 32
Apache resource configuration, 32

C
Creating and Activating anew SSH Key, 10

D

Domain name (Query), 9
Domain hame (Remove from host name), 9

F
feedback
contact information for this manual, ix

N

Nodes
Domain name (Query), 9
Domain name (Remove from host name), 9
short name, 8

S

short name, 8
SSH, 10

63



	Clusters from Scratch
	Table of Contents
	Preface
	Document Conventions
	Typographic Conventions
	Pull-quote Conventions
	Notes and Warnings

	We Need Feedback!

	Chapter 1. Read-Me-First
	The Scope of this Document
	What Is Pacemaker?
	Cluster Architecture
	Pacemaker Architecture
	Node Redundancy Designs

	Chapter 2. Installation
	Install CentOS 7.5
	Boot the Install Image
	Installation Options
	Configure Network
	Configure Disk
	Configure Time Synchronization
	Finish Install

	Configure the OS
	Verify Networking
	Login Remotely
	Apply Updates
	Use Short Node Names

	Repeat for Second Node
	Configure Communication Between Nodes
	Configure Host Name Resolution
	Configure SSH


	Chapter 3. Set up a Cluster
	Simplify Administration With a Cluster Shell
	Install the Cluster Software
	Configure the Cluster Software
	Allow cluster services through firewall
	Enable pcs Daemon
	Configure Corosync

	Explore pcs

	Chapter 4. Start and Verify Cluster
	Start the Cluster
	Verify Corosync Installation
	Verify Pacemaker Installation
	Explore the Existing Configuration

	Chapter 5. Configure Fencing
	What is Fencing?
	Choose a Fence Device
	Configure the Cluster for Fencing
	Example

	Chapter 6. Create an Active/Passive Cluster
	Add a Resource
	Perform a Failover
	Prevent Resources from Moving after Recovery

	Chapter 7. Add Apache HTTP Server as a Cluster Service
	Install Apache
	Create Website Documents
	Enable the Apache status URL
	Configure the Cluster
	Ensure Resources Run on the Same Host
	Ensure Resources Start and Stop in Order
	Prefer One Node Over Another
	Move Resources Manually

	Chapter 8. Replicate Storage Using DRBD
	Install the DRBD Packages
	Allocate a Disk Volume for DRBD
	Configure DRBD
	Initialize DRBD
	Populate the DRBD Disk
	Configure the Cluster for the DRBD device
	Configure the Cluster for the Filesystem
	Test Cluster Failover

	Chapter 9. Convert Storage to Active/Active
	Install Cluster Filesystem Software
	Configure the Cluster for the DLM
	Create and Populate GFS2 Filesystem
	Reconfigure the Cluster for GFS2
	Clone the Filesystem Resource
	Test Failover

	Appendix A. Configuration Recap
	Final Cluster Configuration
	Node List
	Cluster Options
	Resources
	Default Options
	Fencing
	Service Address
	DRBD - Shared Storage
	Cluster Filesystem
	Apache


	Appendix B. Sample Corosync Configuration
	Appendix C. Further Reading
	Appendix D. Revision History
	Index

